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We consider the problem of  recovering 3D 
Euclidean structure from multi-frame 
point correspondence data in image 
sequences under perspective projection.

Here we introduce a new constraint that 
implicitly exploits the temporal ordering of 
the frames, leading to a provably correct 
algorithm to find Euclidean structure (up
to a single scaling factor) without the need 
to  estimate the Fundamental matrices or 
assume a camera motion model. 

The proposed approach does not require 
an accurate calibration of the camera. 

Dynamics-Based 3D geometry 
reconstruction enables discrimination of 
anomalous shapes and automatic mapping 
for autonomous navigation.

Existing approaches:
•Find projective geometry by iteratively 
minimizing the rank  of the  measurement 
matrix up to a projective transformation
•Discard temporal information
•Try to solve a challenging  nonlinear  
optimization problem, which is sensitive to 
initialization, and convergence is not 
guaranteed.

Our Approach:
•Convex optimization based solution
• Avoids estimation of epipolar geometry and 
fundamental matrix
• Uses the temporal ordering of the data
• Finds accurate  3D structure up to 
a “single scaling” factor
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•Algorithm Development
•Efficient Implementation of the method
•Early testing of the algorithm and comparison with 
existing methods

Research is currently underway  to extend these 
results to articulated and non-rigid objects. 
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3D Reconstruction from video allows us to recover 
Euclidean shape from sequences of images.  The 
recovered models can be used to analyze body 
shape and detect anomalous  or suspicious bulks.

Additionally, the proposed method can be used 
for marker-less motion capture for medical and 
sport applications and for 3D mapping  for 
autonomous navigation.
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The Hankel Matrix of a vectors sequence                   is defined  as :

Embeds temporal information
(reordering of the sequence 

changes the rank of the matrix)

where

Let                    be the 3D Cartesian coordinates 
of 3 points on  a moving object, with 2D projections                . 
Then, the correct depths  Zij minimize the rank of the 
Hankel matrix  H = [Hy

13 Hy
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Dynamics encapsulate 
3D Geometry!
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