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This research considers the problem of 
finding low order nonlinear 
embeddings of dynamic data. Our 
main result is a semi-definite 
programming based manifold 
embedding algorithm that exploits the 
dynamical information encapsulated in 
the temporal ordering of the sequence 
to obtain embeddings with lower 
complexity than those produced by 
existing algorithms. This algorithm can 
be applied on appearance–based 
multi–frame tracking, activity 
recognition from video and dynamic 
texture analysis/synthesis.  

In many instances, the relevant 
actionable information is encoded in a 
very small fraction of the available data. 
 
Nonlinear Manifold Embedding (NME) 
methods provide a tool to reduce the 
dimensionality of the data. 
 
Existing NME approaches are based on 
local spatial relationships between data 
samples and do not exploit the temporal 
ordering available in video data.   
 
In contrast, in this research we also 
incorporate the temporal ordering of the 
data by modeling it as the output of a 
Wiener system.  This approach allows us 
to bring in powerful concepts from 
system theory to take full advantage of 
the available information hidden in the 
data and obtain simple, yet robust, 
dynamical descriptors. 
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Low Order Dynamics Embedding for High Dimensional  

Time Series with Application to Robust Video Analytics 

Technical Approach Abstract 

Relevance 

•LDE reveals the real linear system that is hidden  
behind the nonlinear distortion. 
•A Nonlinear Manifold Embedding approach that is 
robust to outliers. 

•Increase accuracy. 
•Simplify the algorithm and improve its 
computational efficiency. 
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Embedding temporal data onto a simple 
dynamic manifold helps understanding the 
underlying system and condenses the data 
into meaningful low dimensional 
information. This has direct application to 
video analytics where actions must be 
taken from terabytes of data. 
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Background 

 
Wiener Model 
 
 
 
 
Figure1. Wiener Model. Here,              and             , 
             . And         denotes the initial conditions of 
the autoregressive process. 
 

Regressor Complexity and the Hankel Matrix 
Consider a vector process described by an 
autoregressive model of the form: 
 
 
The order of this model is related to the rank 
of the Hankel matrix. 
 
 
 
 
 
Semidefinite Embedding (SDE) 
Define                                                                  
and neighborhood matrix                                  . 
           if and only if     is regarded as the 
neighbor of     . By assuming that the local 
isometric property is preserved, Saul [2] 
proposed the SDE algorithm that 
 
 
 
 

 

1 1 2 2 3 3k k k k n k ny a y a y a y a y      

1 2

1 3 1

1 1

r

r

y

s s r s

y y y

y y y

y y y



  

 
 
 
 
 
 

H

1 2 3 [ ]   , T T

Ny y y y K y yy

, {0,1}N N

ijR  

1ij  ix

2

,

,

max ( )

s.t. 2 ( )  , if 1

0

0

ii jj ij i j ij

i

i j

j

Trace K

K K K x x

K

K

    





jx

Experiments and Results 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Algorithms  
 

Manifold 
Dimension 

Reconstruction 
Error 

DGCM 20 4.8145×10^6 

  20 4.3325×10^6 

SDE 10 4.8099×10^6 

  4 5.0646×10^6 

  20 3.3608×10^6 

LDE 10 4.0194×10^6 

  4 4.3561×10^6 

The reconstruction error 

Data with Outliers 

Fast Time Varying Data 

The reconstructed frames 

Temporal Dynamic Texture 

Ground Truth 

(Time Series) 

SDE 

Only pursuing maximum 

Trace(K) results in the 

manifold with minimum 

dimensionality but high 

dynamic order. 

Balancing between maximum 

Trace(K) and minimum rank(G) 

unifies the goals of pursuing 

minimal manifold dimensionality 

and simpler dynamics of the 

manifold. 

High Dimensional  

Temporal Data 

LDE 

Piecewise-linear 
Autoregressive 

Model 

Memoryless 
Nonlinearity 
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(a) A 2D trajectory 

synthesized using an 8th 

order 2output LTI system 

(b) 3D data corrupted with 

an outlier (marked by a 

star) 

(c) 2D Embedded 

obtained applying 

DGCM to the 

corrupted data 

(d) 2D Embedded 

obtained applying 

SDE to the 

corrupted data 

(e) 2D Embedded 

obtained applying 

LDE to the 

corrupted data 

(a) Manifold interpolation; dashed lines indicate the 

manifold obtained using 91 frames and rank 

minimization, the stars indicate interpolated data; 

solid lines are the ground truth. (b) Sample frame. (c) 

Reconstructed frame. 

(a) (c) (b) 

Sequences with Missing Data 

(c) The 2D 

manifold obtained 

using DGCM[3]. 

(a) Original data lying on a 

2D circle 

(b) 3D data generated by 

lifting the 2D circle onto two 

parallel surface 

(e) The 2D 

manifold obtained 

using LDE. 

(d) The manifold 

obtained using 

SDE. 
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