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1. Disclaimers 

This document was prepared as an account of work sponsored by an agency 
of the United States government. Neither the United States government nor 
Northeastern University nor any of their employees makes any warranty, 
expressed or implied, or assumes any legal liability or responsibility for the 
accuracy, completeness, or usefulness of any information, apparatus, 
product, or process disclosed, or represents that its use would not infringe 
privately owned rights. Reference herein to any specific commercial 
product, process, or service by trade name, trademark, manufacturer, or 
otherwise does not necessarily constitute or imply its endorsement, 
recommendation, or favoring by the United States government or 
Northeastern University. The views and opinions of authors expressed 
herein do not necessarily state or reflect those of the United States 
government or Northeastern University, and shall not be used for 
advertising or product endorsement purposes. 

This document summarizes a workshop at which a number of people 
participated and some made presentations. The views in this summary are 
those of the organizing committee and do not necessarily reflect the views of 
all the participants. All errors and omissions are the sole responsibility of 
the organizing committee. 

This material is based upon work supported by the U.S. Department of 
Homeland Security under Award Number 2008-ST-061-ED0001.  The views 
and conclusions contained in this document are those of the authors and 
should not be interpreted as necessarily representing the official policies, 
either expressed or implied, of the U.S. Department of Homeland Security. 
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2. Executive Summary1

A workshop was conducted to discuss the generation of advanced 
algorithms for security applications. The focus of the workshop was to spark 
the development of new algorithms for detecting explosives at an integrated 
checkpoint. The objectives of the workshop were to: 

 

• Provide an analysis of the opportunities and research barriers 
associated with next-generation algorithms for Homeland Security 
applications, using the integrated checkpoint as a basis of discussion.  

Consider the following questions: 

• What will be the consequences of maintaining the current trajectory 
using existing technologies and strategy? 

• How can we foster out of the box solutions using new technologies and 
strategies? 

• Facilitate 3rd party involvement, especially academia and the medical 
imaging community, in an algorithm development strategy that would 
be effective for DHS. 

• Identify 3rd parties who can respond to RFIs and BAAs related to 
algorithm development. 

This report summarizes the workshop content and presents the outcomes 
that address the objectives. The majority of the material that deals with 
these objectives can be found in the slides corresponding to presentations 
made during the workshop and the homework provided in advance of the 
workshop; the slides and the homework are included in this report as 
appendices.  

The main outcomes of the workshop are as follows. 

• Grand challenges should be established for different aspects of threat 
detection and different modalities. The aspects include reconstruction 
and processing of sensor data, image segmentation, automated threat 
detection and improved operator performance. The modalities include 
x-ray CT for checked and carry-on baggage, whole body imaging, cargo 
inspection and stand-off detection. Implementing grand challenges will 

                                                                 

1 This report is available as a hardcopy, on the Internet and on a CD. Please contact 
ALERT at Northeastern University (alert-info@ece.neu.edu) for access to these three 
formats. 

mailto:alert-info@ece.neu.edu
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entail putting the following information and materials into the public 
domain: data sets, sensor descriptions and acceptance criteria. People 
working on grand challenges should be provided financial incentives to 
advance the state of the art. 

• Develop accurate scanner simulators to predict the performance of 
future systems. The simulators can also be used to provide data for the 
participants in grand challenges. The scanner simulators may also be 
considered to be part of sensor or system modeling. We do not mean 
verbal/written descriptions of sensors.  We mean analytical and 
computation models for mapping parameters of interest (e.g., spatial 
distributions of Compton scattering and photoelectric parameters) to 
observed data either for fielded systems or for model systems that 
approximate those in the field well enough to allow for meaningful 
evaluation of the processing results.  All sensor related effects seen in 
the field which have an impact on the data (scatter, beam hardening 
etc), should be included in the model.  Preferably, both analytical 
expressions for the models as well as computational realizations in 
Matlab or C should be provided or developed.  

• Studies should be performed on systems that include a human in the 
decision making process. Methods should be established to assess and 
improve the performance of the human while taking into consideration 
that the prevalence of threats is low at the present time. In that context, 
the potential reduction of the probability of detection in automated 
threat detection algorithms in exchange for lower false alarms should 
be studied to assess the impact of lower probability of false alarms 
(PFA) on human performance. Algorithms that estimate the amount of 
clutter in images could be used to send cluttered bags directly to 
secondary inspection, bypassing the operator, thus allowing the 
operator more time to view uncluttered bags. Algorithms could be 
developed to produce threat image projections (and equivalents for 
other modalities) independent of vendor. 

• Advanced reconstruction algorithm approaches should be evaluated for 
their use on existing x-ray CT equipment to see how they might lead to 
the design of better CT scanners. An example of this methodology is 
denoted interior tomography, where the line-integrals are only 
collected within a region-of-interest that is smaller than the complete 
object being scanned. Interior tomography may allow for higher quality 
scans of threats during secondary screening. 

• Communication – both formal and informal – between the government, 
vendors, academia and national laboratories was quite useful and 
additional communication should be fostered. 
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• All participants agreed that the involvement of 3rd parties would benefit 
both the vendors and the government. However, the various 
stakeholders had different expectations in the time required to make 
contributions. The government and vendors wanted advanced 
algorithms developed in the six- to twenty-four-month time-frame. 
Academia felt that game-changing algorithms would take five to ten 
years to develop. 

• The use of orthogonal technologies (also denoted fused systems or 
systems of systems) should be explored. 

• An open source model should be employed for the distribution of 
algorithms, code, specification and databases. Standardized image and 
data formats, such as DICOS, would allow 3rd parties to develop 
algorithms more quickly. 

• Before developing new algorithms based on a specific sensing modality, 
one should predict the best possible performance (PD/PFA) for that 
modality. If a modality is currently operating close to its best possible 
performance, then do not fund additional advanced algorithm research 
in that arena. 

• CT-based explosives detection systems (EDS) were derived from the 
medical imaging application and as a result have perhaps not been 
sufficiently optimized for the security application2

• Reconstruction optimized for security scenarios 

. Numerous 
opportunities were identified to springboard from medical imaging 
approaches and develop algorithms targeted specifically for the 
security application. Examples include: 

• Targeted reconstruction to specific threats 
• Segmentation-oriented reconstruction methods 
• Local reconstructions optimized for a threat found during 

segmentation 
• Targeted reconstruction for detection versus display 
• Reconstruction algorithms for multi-view line scanners 
• Parametric reconstruction 
• Iterative/statistical reconstruction 
• Artifact reduction such as from scatter and metal 
• Improved dual-energy decomposition 

                                                                 

2 People in the medical imaging field are still expected to have the most expertise to 
optimize or extend their algorithms for the security application. 
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• Use video surveillance to identify passengers that should be subjected to 
increased scrutiny at the check-point. Also use this method to associate 
divested items with the passenger. 

• Vendors should be incentivized to deploy scanners with improved 
performance. 

Recommendations are included in this report on how to continue to get 3rd 
parties involved with advanced algorithm development. In particular, it is 
recommended that an initial grand challenge be conducted for image 
segmentation for CT-based EDS equipment and a second workshop be held 
on implementing this specific grand challenge. Additional grand challenges 
can be held for other modalities and applications such as whole body 
imaging (WBI) and cargo screening. 
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3. Introduction 

The Department of Homeland Security (DHS) has requirements for future 
scanners that include a larger number of threat categories, higher 
probability of detection per category, lower false alarm rates, and lower 
operating costs. These goals could be met with one system or using a 
system-of-systems. One tactic that the DHS is pursuing is creating an 
environment where the capabilities of the traditional vendors of security 
systems could be augmented with the development of algorithms by third 
parties. A third party in this context means people and organizations other 
than the traditional vendors. Examples of third parties include academics, 
national laboratories and companies other than the traditional vendors. Of 
particular interest to DHS is following the model used in the medical imaging 
industry, where university researchers have developed numerous 
algorithms that have eventually been deployed in commercial medical 
imaging equipment3

A tactic that DHS is using to develop algorithms is to issue requests for 
information (RFIs) for 3rd party algorithm development.

. 

4

Another tactic that the DHS is using to stimulate academic and industrial 3rd 
party algorithm development is to hold workshops addressing the research 
opportunities that may enable the development of next generation 
algorithms for Homeland Security applications. This report discusses the 
first such workshop, which was entitled “The Algorithm Development for 
Security Applications (ADSA) Workshop,” which was held at Northeastern 
University (NEU) on April 23rd and 24th, 2009. The workshop was led by 
Professor Michael B. Silevitch (NEU) as part of the DHS Center of Excellence 
entitled Awareness and Localization of Explosives-Related Threats

  RFIs may be 
followed by broad agency announcements (BAAs), which may lead to the 
funding of third parties.  

5

                                                                 

3 When we speak of an algorithm, we are talking about the mathematical steps. The 
actual implementation, usually in a general purpose computer, is beyond the scope 
of this report. 
4https://www.fbo.gov/spg/DHS/OCPO/DHS-OCPO/OPO-09-00000-RFI/listing.html 
5 http://www.northeastern.edu/alert 

 
(ALERT). The sponsors of the workshop were DHS and NEU. 

The objectives of this workshop were to: 
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• Provide an analysis of the opportunities and research barriers 
associated with next-generation algorithms for Homeland Security 
applications, using the integrated checkpoint as a basis of discussion.  

• Consider the following questions: 
• What will be the consequences of maintaining the current 

trajectory using existing technologies and strategy? 
• How can we foster out of the box solutions using new 

technologies and strategy? 
• Facilitate academia’s involvement, especially the medical imaging 

community, in DHS’s new algorithm development strategy. 
• Identify 3rd parties who can respond to RFIs and BAAs. 

The scope of the workshop was limited to the integrated check-point. 
However, it is expected that the results of the workshop will be extensible to 
other applications such as checked baggage and standoff detection. Future 
workshops on other topics are anticipated.  

The topic of algorithms for the integrated checkpoint was addressed 
through discussion of the following four themes (denoted tracks): 

• Reconstruction 
• Automated threat detection and fusion 
• Emerging technologies 
• Surveillance and human factors 

People skilled in the above topics led specific tracks dealing with these 
subjects. The specifics of the agenda for the workshop can be found in 
Section 11. 

This report summarizes the workshop and presents the outcomes that 
address the objectives. The objectives are addressed through the following 
topics: 

• Present issues and gaps in existing technologies 
• Identify new algorithms that will address these issues and gaps 
• Show applicability to other threats, modalities and venues 
• Provide a roadmap for development of new algorithms 
• List people and institutions who can contribute 3rd party algorithms 
• List what information and funding is required to develop 3rd party 

algorithms 

A group of approximately forty people attended the workshop. The group 
was split between academia, national laboratories, government and 
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industry. A complete list of attendees can be found in Section 19. The 
speakers and leaders at the conference were provided with instructions 
before the workshop in order to focus their efforts towards the objectives. 
All attendees were requested to submit preliminary summaries along the 
lines of the final report as described by homework assignments described in 
Section 21.2. 

The report and its appendices are organized as noted in the following 
section. 
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4. Report Organization 

The remainder of this report is organized as indicated in the following table. 

Sec. Title Contents and Notes 

Report Body 

5 Outputs Addresses the specific objectives for the 
workshop as listed in the Introduction. 

6 Grand challenges Provides additional details about the use of grand 
challenges for advanced algorithm development. 

7 Future efforts Presents recommendations for projects to 
implement the ideas generated at this workshop. 

8 Lessons learned A list of topics that could have been implemented 
better or differently, and recommendations for 
improvement for future workshops. 

9 Notes Miscellaneous notes about the workshop and this 
report. 

10 Acknowledgements Identifies people and organizations that were 
instrumental to implementing this workshop. 

Appendices 

11 Agenda Agenda for the workshop 

12 Scope Topics to be considered at the workshop 

13 Overview Overview of the workshop; used as part of the 
invitation for participants. 

14 Planning 
committee 

List of people who organized the workshop. 

15 Invitation Invitation sent to people to participate. Different 
versions were sent to speakers and non-
speakers. 

16 Speaker 
assignments 

Instructions for the speakers (presenters).  
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Sec. Title Contents and Notes 

Appendices (continued) 

17 Workstation 
demo 

Description of a medical imaging workstation for 
displaying the results of breast tomosynthesis. 
The workstation was exhibited during the 
reception before the dinner. 

18 Acronyms A glossary of acronyms and terms used in this 
report and the presentations. 

19 Attendee list A list of people who attended the workshop. 

20 Biographies Biographies of the people who attended the 
workshop. 

21.1 Homework – 
assignment 

Description of the homework that participants 
were asked to complete before the workshop. 

21.2 Homework – 
deliverables 

Homework assignments that were turned in. 
Note that some of the assignments were turned 
in after the workshop. 

22 Minutes/Notes Minutes taken by two sets of people during the 
workshop. 

23 Presentations Slides that were used by the participants in the 
various sections.  
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5. Outputs 

5.1 Preamble 

The meeting organizers planned the homework assignments, presentations 
and tracks so that charts could be generated that would address the 
objectives set forth in the Introduction. However, it was decided not to put 
the information into charts for the following reasons. 

1. Many of the participants – mainly people from the medical imaging field 
– did not understand the requirements and needs for threat detection. 
They used the workshop in order to learn more about the issues in 
threat detection. 

2. The vendors and the government were not able to discuss many of the 
specific problems with extant equipment because of proprietary and 
security issues. 

3. There was too much emphasis on detected explosives in checked and 
carry-on bags using CT-based EDS and not enough discussion of non-CT 
devices for applications such as whole body imaging. This emphasis was 
correlated with the expertise of the people who were invited; that is, too 
many people with CT backgrounds were invited and not enough people 
with different expertise such as whole body were invited. 

4. The organizers of the workshop made the assumption that if good ideas 
were generated in this workshop, then the process of how to get 
academia to develop algorithms could be easily addressed in another 
forum. This process includes funding, testing, access to datasets and 
scanner simulations, implementation, adoption and incentives. Based on 
this assumption, process was not on the original agenda. However, 
process turned out to be one of the most important aspects of the 
workshop and led to the discussion of grand challenges. Implementing 
grand challenges will entail putting the following information and 
materials into the public domain: data sets, comprehensive 
computational and analytical sensor models and acceptance criteria. 
People working on grand challenges should be provided financial 
incentives to advance the state of the art. 

5. In spite of the above reasons, the objectives of the workshop were 
addressed as discussed in the following sections.  

5.2 Review of existing technologies 
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The reviews of existing technologies can be found in the slides, which can be 
found in Section 23. The following notes apply to the technology review 
presentations. 

1. The reviews were primarily limited to technologies (mainly X-ray CT 
EDS for checked bags). There was limited information on the other 
modalities present at the check-point. 

2. There was significant discussion during the workshop on how the 
equipment is acquired and deployed. Additional discussions addressed 
the lack of incentives for improving equipment. 

5.3 Issues and gaps in existing technologies 

One issue that was identified is that different modalities may not be able to 
detect certain explosive categories, with lower masses, with higher PD per 
category and with lower PFA. However, the reasons why the various 
modalities (mainly CT-based EDS) may not achieve these specifications were 
not fully disclosed. It is assumed that the vendors and the government could 
not discuss the issues because of proprietary and security/classified 
reasons. It was very well understood that the discrimination capability of x-
ray based devices is limited by simple physics, namely the fact that only 
density and perhaps atomic number are available. 

The other issue that was identified was that performance of the human 
(operator) is not well understood. In particular, a question raised was would 
the operator’s performance be increased if PD was lowered in order to 
decrease PFA in order to reduce vigilance decrement. 

5.4 New algorithms that will address these issues and gaps 

The main outcomes of the workshop are described in the following sub-
sections. 

5.4.1 Grand challenges 

Grand challenges should be established for different aspects of improving 
security inspection with different modalities. The aspects include:  

• Sensor modeling 
• Pre-processing of sensor data 
• Image reconstruction 
• Automated threat detection including the steps of 

• Segmentation 
• Classification 
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• Improved operator performance.  

The modalities include:  

• X-ray CT for checked and carry-on baggage 
• MM-wave and x-ray back-scatter for close proximity whole body 

imaging 
• X-ray radiography and trace for cargo inspection  
• Raman for stand-off detection on passengers.  

A Grand Challenge enables access to the following information and materials 
into the public domain:  

• Objectives  
• Detailed descriptions of technologies 
• Data formats 
• Data sets divided for training and testing 
• Acceptance criteria for the challenge. 

People working on grand challenges should be provided financial incentives 
to advance the state of the art. The next section provides additional details 
on grand challenges. 

5.4.2 Scanner simulators 

Develop accurate scanner simulators to predict the performance of future 
systems. The simulators can also be used to provide data for the participants 
in grand challenges.  We do not mean verbal/written descriptions of 
sensors.  We mean analytical and computation models for mapping 
parameters of interest (e.g., spatial distributions of Compton scattering and 
photoelectric parameters) to observed data either for fielded systems or for 
model systems that approximate those in the field well enough to allow for 
meaningful evaluation of the processing results.  All sensor related effects 
seen in the field which have an impact on the data (scatter, beam hardening 
etc), should be included in the model.  Preferably, both analytical 
expressions for the models as well as computational realizations in Matlab 
or C should be provided or developed.  

5.4.3 Operator performance and operator assist algorithms 

Studies should be performed on systems that include a human in the 
decision making process. Methods should be established to assess and 
improve the performance of the human taking into consideration that the 
prevalence of threats is low at the present time. In this context, the potential 



Algorithm Development for Security Applications Final Report 
April 2009 Workshop 

14 
 

reduction of the probability of detection in automated threat detection 
algorithms in exchange for lower false alarms should be studied. Algorithms 
that estimate the amount of clutter in images could be used to send potential 
threats directly to secondary inspection, bypassing the operator, thus 
allowing the operator more time to view images of threats when they may 
be clearing on-screen. Algorithms could be developed to produce threat 
image projections (and equivalents for other modalities) independent of 
vendor. 

5.4.4 Reconstruction algorithms leading to scanner design 

Advanced reconstruction algorithms should be evaluated for x-ray CT 
equipment to see how they lead to the design of better CT scanners. An 
example of this methodology is denoted interior tomography, where the 
line-integrals are only collected within a region-of-interest smaller than the 
complete object being scanned. Interior tomography may allow higher 
quality scans of threats during secondary screening. Other reconstruction 
algorithms are also applicable as noted in Section 21.2. Accurate sensor 
models or actual data are required to support this task. 

5.4.5 Communication 

Communication – both formal and informal – between the government, 
vendors, academia and national laboratories was quite useful and additional 
communication should be fostered. It was clear from the workshop that 
academia and some vendors are not familiar with the DHS process, needs, 
etc. DHS should make available unclassified requirements.   

5.4.6 Benefits 

All participants agreed that the involvement of 3rd parties would benefit 
both the vendors and the government. However, the various stakeholders 
had different expectations in the time required to make contributions. The 
government and vendors wanted advanced algorithms developed in the six 
to twenty-four month time-frame. Academia felt that game-changing 
algorithms would take five to ten years to develop. 

5.4.7 Orthogonal technologies 

The use of orthogonal technologies (also denoted fused systems or systems 
of systems) should be explored. For example using x-ray diffraction after a 
CT EDS alarms may help with false alarm reduction. Several issues need to 
be resolved in order to make this practical and 3rd parties could help work 
on addressing these issues such as registration and combining detection 
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results from different systems. There are precedents for fusion in the 
medical imaging and geophysics literature. 

5.4.8 Open source 

An open source model should be employed for the distribution of 
algorithms, code, specification and databases. Standardized image and data 
formats, such as DICOS, would allow 3rd parties to develop algorithms more 
quickly. 

5.4.9 Performance prediction 

Develop automatic threat detection algorithms to predict the best possible 
performance (PD/PFA) from a modality based on the physics of the 
modality, and material characteristics of the threats and non-threats. If a 
modality is operating close to its best possible performance, then do not 
fund additional work on the modality. 

5.4.10 Break from medical imaging 

CT-based explosive detection systems (EDS) were derived from the medical 
imaging application and perhaps have not been sufficiently optimized for the 
security application6

• Reconstruction optimized for security scenarios 

. Numerous opportunities were identified to break 
away from medical imaging domain and develop algorithms targeted for the 
security application. Examples include: 

• Targeted reconstruction to specific threats 
• Segmentation-oriented reconstruction methods 
• Local reconstructions optimized for a threat found during segmentation 
• Targeted reconstruction for detection versus display 
• Reconstruction algorithms for multi-view line scanners 
• Parametric reconstruction 
• Iterative/statistical reconstruction 
• Artifact reduction such as from scatter and metal 
• Improved dual-energy decomposition 

5.4.11 Video surveillance 

                                                                 

6 People in the medical imaging field are still felt to have the most expertise to 
optimize or extend their algorithms for the security application. 
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Use video surveillance to identify passengers that should be subjected to 
increased scrutiny at the check-point. Also use this method to associate 
divested items with the passenger. 

5.4.12 Incentives 

Vendors should be incentivized to deploy scanners with improved 
performance. The 3rd parties should also be incentivized to develop 
advanced algorithms. 

5.5 Applications to other threats, modalities and venues 

The participants emphasized that all of the modalities could be represented 
with the following elements. 

• Source: This provides the energy for the interrogation of an object. 
Examples include x-rays and mm-waves. 

• Sensor: This is the device that receives some form of interrogation 
energy or material. The forms of energy may be x-rays and 
electromagnetic radiation. The interrogation may also be air samples in 
the case of trace detection. The signals that are received are digitized 
leading to what is denoted raw data. 

• Reconstruction: Raw data is processed to form an image (in the case of 
an imaging device) or characteristics about the object being 
interrogated in the case of a non-imaging device. Reconstruction for 
trace detection would be the generation of spectra. 

• Segmentation: The process of organizing the reconstructed data to 
identify regions containing potential threats. Characteristics (features) 
are also extracted for the potential threats. Note that some modalities 
will not have a segmentation step. Examples include NQR and ETD. 

• Classification: A decision on the presence or absence of threats made 
based on the output of segmentation. The requirement specifications 
for classification are classified and set by the TSA. Adherence to the 
specifications is done by the TSL. 

• False alarm resolution: False alarms are resolved, typically with human 
intervention and/or other scanning modalities. The protocol used by 
the humans is denoted the on-screen-alarm-resolution protocol 
(OSARP). OSARP is determined by the TSA and the DHS. 

Some of the above steps may not be performed by all modalities. The steps 
of segmentation and classification may be performed by an algorithm 
running on a computer or by a human. Some of the steps are hardware 
blocks and some steps are algorithms implemented in computers; hardware 
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and algorithms are mixed to show that data are generated/detected with 
hardware and then processed with algorithms. 

Since all of the modalities conform to the above representation, the concept 
of using grand challenges to drive the development of advanced algorithms 
is applicable to all the modalities.  

A large part of implementing classification and false alarm resolution is to 
understand the requirement specifications for classification and OSARP for 
false alarm resolution. Therefore, once a 3rd party understands these 
requirements for one modality, the person may be able to adapt their 
algorithms to other modalities. 

5.6 Roadmap for development of new algorithms 

New algorithm methods such as for segmentation could be developed for 
proof of concept in 3-6 months using grand challenges. Development in this 
context means that initial algorithms are ready for testing on sensitive 
security and classified data, and poised for implementation. An advanced 
development phase may take an additional 9 – 15 months. The overhead of 
using grand challenges, especially for the first grand challenge, may increase 
development times; there may be other ways to send extant datasets to 3rd 
parties. 

It appeared that the vendors and the government wanted short-term 
solutions, i.e., in less than two years. The government also wanted game 
changers developed; the academic participants felt it would take between 
five and ten years for the development of game changers. 

5.7 List of people and institutions that can contribute 3rd party 
algorithms 

Examples of people and institutions that could contribute 3rd party 
algorithms include the people listed in the homework assignments in 
Section 21.2 and the workshop participants from 3rd party institutions as 
listed in Section 20. 

5.8 Requirements for government furnished information and 
funding 

The requirements for government furnished information (GFI) are 
described in the next section.  
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6. Grand Challenges 

6.1 Overview 

This section provides additional information about what the participants at 
the workshop said about grand challenges (GC). A complete section is 
devoted to GCs given that people felt it was the best way to get 3rd parties 
involved in the development of advanced algorithms. 

6.2 Background 

The following definition for a GC is found on Wikipedia7

Another example of a GC is the Netflix Prize that Netflix used to stimulate the 
development of advanced algorithms to improve the prediction of what their 
subscribers would order in the future

 

“Grand Challenges were USA policy terms set as goals in the late 1980s for 
funding high-performance computing and communications research in part 
in response to the Japanese 5th Generation (or Next Generation) 10-year 
project. A grand challenge is a fundamental problem in science or 
engineering, with broad applications, whose solution would be enabled by 
the application of high performance computing resources that could become 
available in the near future.” 

Examples of GCs are listed on Wikipedia.  

8

1. Grand Prize: $1,000,000 (USD) Cash 

. The prizes for the contest are as 
follows: 

Contest Prizes: 

2. Progress Prizes: $50,000 (USD) Cash each award 

6.3 Definition 

In this report the term Grand Challenge denotes a process wherein 
participants are provided datasets and requirement specifications related to 
important DHS problems that require algorithmic solutions.  Prizes (i.e., 
funding) will be provided if the problems are solved. Seed funding may or 
may not be provided to the participants. 

                                                                 

7 http://en.wikipedia.org/wiki/Grand_Challenge 
8 http://www.netflixprize.com/ 
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6.4 Components of a Grand Challenge 

The following list shows the major steps in implementing a GC as envisioned 
in this document. 

1. Define  
a. Problem to be solved 
b. Input and output data 
c. Acceptance criteria 

2. Acquire and distribute sample input data 
3. Identify and qualify participants 
4. Fund participants 
5. Participants train algorithm and then validate 
6. Participants write a summary report 
7. Supervise participants 
8. Validate and evaluate algorithms 
9. Write report 
10. Down selection of a few promising algorithms 
11. Iterate development of algorithm using sensitive and classified data 
12. Deploy algorithm  

6.5 Questions about implementing grand challenges 

6.5.1 What algorithms can be addressed? 

1. Reconstruction 
2. Segmentation 
3. Identification of features for use in detection/classification 
4. Detection/Classification 
5. Operator performance 
6. Scanner and scenario (threats and non-threats in bags) modeling 
7. Fusion 

Notes: 

1. The steps of segmentation and detection/classification, when performed 
automatically by a computer, are sometimes referred to as automated 
threat detection (ATD). 

2. Scanner and scenario models may not be an algorithm topic, but may 
possibly be part of an algorithm. This is part of implementing a good 
scanner and scenario simulator. 

3. It is recommended that the topics be initially addressed individually. 
Over time, the interactions between the topics will have to be addressed. 
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6.5.2 What modalities can be addressed? 

1. X-ray CT – transmission and scatter 
2. Threat-image-projection (TIP) ready x-ray (TRX) projection line scanner 
3. Multi-view line scanners (known as advanced technology [AT]) 
4. X-ray back-scatter 
5. Coherent X-ray scattering (sometimes called X-ray diffraction) 
6. Active neutron and X-/Gamma-ray (e.g., Pulsed Fast Neutron Analysis) 
7. Explosive trace detection 
8. Millimeter wave and Terahertz imagery or spectroscopy 
9. Raman spectroscopy 

6.5.3 What applications can be addressed? 

1. Checked baggage screening 
2. Check point screening 

a. Carry-on items 
b. Passengers 
c. Divested items 

i. Liquids 
ii. Shoes 

3. Stand-off detection 
4. Cargo screening 
5. Multi-System fusion 

6.5.4 What are the recommended first two grand challenges? 

1. CT-based EDS  
a. Segmentation 
b. Reconstruction 

6.5.5 How should problems be defined? 

1. Specify general problem to be solved 
2. Define input data 
3. Define output data 
4. Define acceptance criteria, which are based on a significant advancement 

beyond the state of the art 

6.5.6 What type of scanners should be used to acquire input data? 

1. State-of-the-art security equipment (best case) 
2. Legacy security equipment  
3. Scanners from other applications such as medical imaging or non-

destructive evaluation 
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4. Custom-designed scanners 
5. Scanner simulators (mathematical models) 

6.5.7 What information should be provided about scanners used to 
acquire data? 

1. Description of source, sensor and geometry 
2. Details of calibration, correction and reconstruction 
3. Quality assurance results including scans of quality assurance phantoms 
4. Data file formats 
5. Scan protocols 

6.5.8 What objects should be scanned? 

1. A range of common objects carried by passengers 
2. Objects may have to be physically scaled to match the resolution of the 

scanning device 

Notes: 

1. As algorithms are moved towards possible implementation, then the 
algorithms should be tested on scans of the following objects: 

a. Real threats (best case) 
b. Simulants (next best) 
c. Objects known to cause false alarms 

6.5.9 What information should be provided about objects? 

1. Written description 
2. Digital picture 
3. Dimensions 
4. Mass 
5. Volume 
6. Physical characteristics that are relevant to the scanning device. For 

example, for transmission x-rays, provide x-ray attenuation, density, 
texture and effective atomic number. 

6.5.10 How should objects be scanned? 

1. Bare 
2. Within a range of different types and sizes of luggage 
3. Concealed 
4. With various amounts of clutter and attenuation (many surrounding 

objects) 
5. At different locations and orientation in the scanner 



Algorithm Development for Security Applications Final Report 
April 2009 Workshop 

22 
 

6.5.11 What object scanning information should be provided? 

1. Digital pictures of all objects bare and packed 
2. Overview of scan (text) 
3. List of objects to be distinguished from other objects 
4. Labeled versions of images showing which object is in each pixel. 
5. Truth data including bounding box key, attenuation, volume (e.g., 

number of voxels for CT) 
6. A log file that will be described in a separate document 

6.5.12 Where the information should be archived? 

1. ALERT COE 
2. DHS S&T EXD Image Database at LLNL 

6.5.13 Who should have access to the grand challenge information? 

1. Everyone/anyone, without limitation.  
2. There are no requirements on: 

a. Having a security clearance 
b. Having access to SSI, FOUO or classified information 
c. Signing an NDA 
d. Having a US citizenship 
e. Working in the US 

3. Academia 
4. Vendors 
5. National laboratories 
6. 3rd party industry (not the system vendors) 

Notes: 

1. It is desirable that all of the above parties have access to the data for 
grand challenges without restriction.  

2. May not be possible to provide seed funding to all participants or be able 
to formally evaluate all algorithms. 

6.5.14 How shall participants be identified? 

1. Creation of a website for the grand challenge 
2. Word of mouth 
3. Advertising in journals and trade magazines 
4. Literature review 
5. Using the names provided in this report 
6. Adding sessions related to security at imaging conferences such as 

IEEE’s Medical Imaging Conference (MIC). 
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6.5.15 What criteria should be used to choose participants?  

1. Domain expertise in 
a. Algorithms used related fields that are applicable to grand 

challenge 
b. Technology and algorithms in the security field 

2. Existence and maturity of related algorithms 
3. Resource availability 
4. Development time 
5. Development cost (personnel and equipment) 

Notes: 

1. This section applies only to participants that receive seed funding. 

6.5.16 How shall participants be funded? 

1. Little or no seed funding 
2. Larger funding levels for demonstrating significant improvement over 

state-of-the art 
3. Royalties  

6.5.17 Who will implement and deploy the algorithms? 

1. Vendors (best case) 
2. System integrators 

6.5.18 How will algorithms be tested? 

1. Using input data that has not been provided to the participants 
2. Using acceptance metrics that are defined in advance 

Notes: 

1. The testing described in this section applies to the testing done by the 
organizers of the grand challenge. The participants will also be required 
to test their algorithms on datasets that will be provided with the 
training data. 

6.5.19 How will the algorithms be improved? 

1. A person with a security clearance will test algorithms with real scans of 
real threats. 

2. Algorithms may have to be tuned to specific threats and scanner 

6.5.20 What deliverables are required? 
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1. Report including  
a. Description of algorithm 
b. Test methodology and results 
c. List of issues and possible mitigations 
d. Recommendations for future work 

2. Executable code  

6.5.21 What can the participants do with the results? 

1. Present at conferences 
2. Write journal articles  
3. Write dissertations 
4. Obtain patents 

6.5.22 What non-technical issues have to be resolved? 

1. Contracts with people who receive seed funding including ownership 
and use rights 

2. Intellectual property – patents and licenses 
3. Testing algorithms with real threats scanned on real scanners 
4. Review of publications and presentations 
5. Control of information and material by the DHS 

Notes: 

1. Need to resolve who own the rights to use algorithms if the Government 
supplies funding. 

6.5.23 Who are members of the team that drive grand challenges? 

1. DHS S&T 
2. ALERT COE 
3. National laboratories 

a. LLNL 
b. PNL 
c. Sandia 

4. TSA 

6.5.24 What other funding vehicles exist to support grand challenges? 

1. DoD 
2. DARPA 
3. NSF 
4. SBIR 

6.5.25 How could participants be incentivized? 
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1. Seed funding 
2. Follow-on funding 
3. Prizes 
4. Royalties 
 
Notes: 
1. The incentives should be developed so that collaboration is encouraged. 

6.6 Grand Challenge Example – Segmentation for Volumetric CT 

CT scanners are used to detect explosives in checked baggage.  These 
scanners are certified by the Transportation Security Administration (TSA) 
and denoted explosive detection systems (EDS).  The systems consist of a CT 
scanner with an automated threat detection algorithm (ATD) for finding 
explosives in scanned baggage. ATD consists of two portions: segmenting 
objects from the CT data and then identifying whether the objects as threats 
or non-threats, they also classify them into a particular category.  

EDSs are produced by a number of vendors and deployed at a number of 
airports. However, there are high labor costs related to clearing the baggage 
that generate false alarms in the field.  

Participants at the workshop indicated that some of the false alarms are due 
to failures with the segmentation step of ATD. Single objects may be split 
into multiple smaller objects, each having less than the minimum required 
mass for a threat. Multiple objects may be combined into a larger object, 
which is called aggregation and sometimes is denoted as an aggregate or 
conglomerate object. The physical characteristics (e.g., density and effective 
atomic number) of the aggregate/conglomerate object containing a threat 
may be different than the threat contained in the conglomerate object..  
Sheets may push resolution limit of scanner.  Objects of interest next 
to/inside of highly attenuating objects (metals) may be obscured by beam 
hardening/streaking artifacts.  Objects can be masked to be shaped like 
other objects. In all cases, threats may not be detected. Therefore, it is 
desired to have a grand challenge on segmentation of objects from CT data. 

Participants in the GC will be given sets of volumetric data corresponding to 
scans of baggage containing known non-threat objects. To be an open data 
set in this GC, the data will only consist of non-threats. Algorithm developers 
will develop an algorithm to segment all objects of above given mass. It is to 
be determined if all objects have to be found or only those objects that 
resemble threats. The algorithms will report on how accurately the objects 
were segmented on a training set and a validation set, both of which will be 
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provided with truth data. A third-party will confirm the validated results and 
also independently evaluate the algorithms on a second dataset, which will 
not be provided to the algorithm developers.  

The following information will be provided to the participants in the grand 
challenge. 

1. CT images of approximately 100 bags. Participants are expected to 
use the bags for both training and testing, as they see fit. The bags 
and the objects in the bags may be physically scaled to match the 
resolution of the scanner. 

2. CT images of the approximately 500 items that will be placed in the 
bags 

3. Digital pictures of the objects and the bags 
4. Descriptions of the bags and the objects 
5. Image format 
6. Keys for the locations of the objects in the bags 
7. Metrics (e.g., volume and attenuation recoveries) for defining the 

accuracy of segmentation 

The scanners used for this GC may or may not be security scanners. The bags 
will probably NOT contain threats.  

The participants will deliver the following material to the organizer of the 
grand challenge. 

1. Executable segmentation code 
2. Report that includes 

a. Description of algorithm 
b. Accuracies 

i. Validation set 
ii. Training set 

c. Description of execution environment 
d. Execution times (mean, min, max) 
e. List of issues 
f. Recommendations for future work 

The organizer of the grand challenge will do the following with the 
deliverables. 

1. Run the executable on the validation data and evaluation data (not 
shared with the participant).  
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2. Resolve issues with the executable code and any discrepancies 
between participant and organizer validation results with the 
participant. 

3. Issue a report to DHS about the segmentation algorithm results and 
describe how much additional work would be required to deploy the 
algorithm, 

The above steps may be iterated in order to help the participant improve the 
quality of their deliverable. 

LLNL recently conducted a grand challenge similar to one described in this 
section. LLNL supplied scans of liquid explosives on single view line 
scanners to 3rd parties who have developed segmentation and classification 
algorithms. It is recommended that LLNL’s 3rd Party documents be used as 
the basis for the grand challenge described in this section. 

A grand challenge for segmentation for a medical application was recently 
described by Heimann et al. (IEEE Transactions on Medical Imaging, Vol. 28, 
No. 8, pp. 1251 – 1265, August 2009). The authors of this paper should be 
contacted to get their advice about segmenting images for a security 
application. 

6.7 Grand Challenge Example – Operator Performance 

The following material discusses an example of a grand challenge for 
assessing the performance of an operator that is required to resolve false 
alarms9

1. Create a set of 1000 bag/images that alarm and, thus, would be 
examined by a TSO. The set would be designed so that, under present 
testing conditions, 75% would be correctly cleared and dismissed by the 
screener. Another 20% would produce false alarms (meaning that these 
bags would have been brought in for unnecessary inspection). Finally, 
5% would be target bags, containing items that alarm and that should 
require further inspection.  

. 

One approach to reducing false alarm and/or increasing throughput in the 
EDS task would be to propose a grand challenge in which competitors were 
challenged to improve performance on a specific task with a specific, 
benchmarked set of images.  Such a challenge might have the following 
steps: 

                                                                 

9 This material was provided by Jeremy Wolfe (Harvard Medical School). 
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2. This bag set would be tested in order to empirically determine the true 
and false alarm rates. Moreover, the throughput rate (bags/hr) would be 
determined. 

3. Half of the set would be offered to competitors who would be challenged 
to produce the greatest reduction in a combined time and error score. 
Competitors could manipulate the task and/or the images in an effort to 
improve performance. Each competitor would deliver a protocol to DHS 
for testing. 

4. The other half of the bag set would be reserved for testing. In the 
evaluation phase, each competitor’s method would be tested on the 
reserved bag set. The best outcome, assuming that the improvement 
exceeded some threshold, would be awarded the prize and, one 
presumes, further research and development would follow. 

It is recognized that evaluating performance of an operator in the loop 
would be very difficult. Additional work is required to determine how to 
perform this type of evaluation. 

There are concerns that a tester could learn the data sets. The tests would 
have to be designed to prevent this from happening. 
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7. Future Efforts 

This section contains recommendations for future efforts to increase the 
involvement of 3rd parties in the development of advanced algorithms for 
security applications. 

1. Have workshops on the following topics 
a. Grand challenges 
b. Stand-off detection 
c. Automated threat detection  
d. Image reconstruction 
e. Cargo screening 
f. Whole body imaging 
g. Sensor fusion 

2. Establish the general process for having grand challenges 
3. Have grand challenges for the following topics 

a. X-ray CT  
i. Image segmentation 

ii. Image reconstruction 
iii. Automated threat detection 
iv. Sensor modeling 

b. WBI 
i. Sensor modeling 

ii. Threat detection  
c. Human operator performance 

i. PD versus PFA 
ii. Effect of TIP 

4. Publicize grand challenges at conferences and workshops, through 
announcements in journals, and via word of mouth. 

5. Create a website where information and material about threat detection 
can be exchanged. Use RSS or equivalent to alert people about new 
content. 

6. Establish a method to seed and reward people for developing advanced 
algorithms. 
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8. Lessons Learned and Mitigation 

Lessons Learned Mitigation 

Some participants did not stay for 
the complete workshop. 

Ask for commitment that 
participants will stay for complete 
workshop unless there are 
extenuating circumstances. If the 
participant is also a speaker, make 
sure that a backup is available. 

Informal discussion among the 
participants is important, but there 
was not enough time for these types 
of discussions.  

Increase the time for breaks and 
receptions. Do not make meals 
working sessions.  

The presentations could have been 
more tightly coupled to the 
objectives of the workshop. 

Spend more time discussing 
objectives of workshop in advance 
with speakers. Review presentations 
and abstracts in advance.  Have 3rd 
parties (not vendors) give more 
presentations so that issues with 
extant equipment do not have to be 
disclosed by vendors.  Provide 
detailed templates and instructions 
in advance. Make sure that the 
speakers have direct knowledge of a 
topic. Narrow the scope of the 
workshop and the presentations. 

Not enough introductory material 
was presented in order to familiarize 
3rd parties with the issues facing 
explosives detection. 

Give tutorials perhaps at sessions 
without the people who are familiar 
with the topic. 
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Lessons Learned Mitigation 

Distribution policy for completed 
homework assignments and 
presentations were not defined in 
advance of the workshop. Some 
presentations were blocked from 
being distributed or had to be 
cleansed of proprietary material 
before distribution. 

State policy clearly before 
workshop. Participants must accept 
policy before agreeing to participate. 
Policy should be that be that all 
material has to be the public 
domain. Some material (for 
example, homework assignments) 
might be made anonymous by 
removing names or by aggregating 
with other material. 

Break-out sessions did not add 
enough value to achieve the goals of 
the conference. (They did increase 
the interaction time among 
participants.) 

Either make the break-out sessions 
more specific or eliminate them. 

Indemnification policy was not 
clearly stated in advance.  

State policy in advance. Policy 
should be that organizers bear all 
responsibility for the final report. 

Suppression of process did not work 
in order to focus on technology. The 
goal of the workshop was to assume 
that the process would be worked 
out if the ideas were generated. 

Allow process to be discussed. 
However, do not allow unsolved 
issues to prevent discussion of other 
topics. 

The homework assignment was not 
as valuable as expected. Many people 
indicated that they did not have 
enough knowledge of the field to 
comment. Other people indicated 
that they did not have enough time to 
work on the assignment.  

Target a sub-set of the attendees 
with preparatory work. Ask 
participants to review written 
material that will be used at the 
workshop. 
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Lessons Learned Mitigation 

There was too much emphasis on CT 
and not much on WBI.  

Make sure people in attendance 
have sufficient knowledge of the 
topics to be covered. Limit the scope 
of the workshop to a small number 
of topics. 

Acceptance criteria not presented.  Present them. 

Issues and gaps were minimally 
presented because of proprietary 
and secrecy issues. 

Have issues and gaps presented by 
someone not from the vendors or 
from the Government. Find a way to 
present the problems without 
disclosing proprietary or classified 
information. See the section on 
grand challenges for additional 
information. Hold break-out 
sessions where the vendors and the 
Government are not present. 

Schedule did not permit enough 
questions/answers and discussion. 

Double the time slot for each 
speaker/session. 

Some participants were quiet during 
the workshop. 

Have more “round the room” 
sessions. 

Minute takers were not designated in 
advance and the use of the minutes 
was not specified. 

Designate two people in advance 
and say that their minutes will be 
included in the final report. 
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9. Notes 

This section contains miscellaneous notes about the workshop itself and the 
final report. 

The final report will be distributed as a hardcopy, via the Internet and a 
CD.10

1. The following comments are in regards to the slides that accompanied 
the presentations given at the workshop, provided in Section 23. 

 

2. The slides can also be found at 
a. Some of the slides were edited after the workshop to remove 

proprietary information. 

ftp://ftp.censsis.neu.edu/ADSA/. 

b. We did not receive permission from all the speakers to distribute 
their slides. 

c. The slides from the dinner presentations are not included 
because they did not contain information directly related to the 
workshop. 

d. Some of speakers gave two presentations and then combined 
their slides into one file. 

3. The agenda was followed for the most part.  The most significant change 
was the addition of a final session where all participants were invited to 
make closing comments. 

4. Comments about the logistics and the reimbursement policy are beyond 
the scope of this report. 

5. All the material that was distributed before the meeting and during the 
meeting is included as appendices for reference and archival purposes. 

6. The workshop was not recorded on audio or video in order to encourage 
discussion, and in particular to discuss problems and issues with threat 
detection technologies. 

                                                                 

10 Subject to DHS approval. 
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the speakers. The technical content of this report is due mostly to them. We 
extend our heartfelt thanks to them for their contributions. 
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11. Appendix: Agenda for workshop 

Thursday, April 23, 2009 

10:00 AM Registration (coffee/drinks/snacks) 
11:00 AM Welcoming remarks  

• Michael Silevitch, Northeastern University 

11:10 AM  DHS Objectives for Workshop 
• Suriyun Whitehead, DHS S&T 

11:30 AM Workshop goals, deliverables and process 
• Carl Crawford, Csuptwo 

12:00 PM Break and get box lunch 
12:15 PM Overview of Integrated Check Point Algorithms: Issues of 

today and tomorrow 
• Jason Martin, TSA 
• Matthew Merzbacher, GE Security 

1:15 PM Reconstruction: State of the Art and Issues 
• David Schafer, Analogic 

1:45 PM  Automated threat detection and fusion: State of the Art and 
Issues 

• Sondre Skatter, GE Security 

2:15 PM Break 
2:30 PM Emerging technologies: State of the Art and Issues 

• Richard Bijjani, Reveal 

3:00 PM Surveillance and human factors: State of the Art and Issues 
• John Pearson, Siemens Corporate Research 

3:30 PM Instructions for breakout sessions 
• Carl Crawford, Csuptwo 
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4:00 PM Breakout sessions: Gap Analysis and Recommendations 
 Session #1: Reconstruction 

• Leader: David Schafer, Analogic 
• Location:  Stearns 421 

Session #2: Automated threat detection and fusion 
• Leader: Sondre Skatter, GE Security 
• Location:  Stearns 012 

Session #3: Emerging technologies 
• Leader: Richard Bijjani, Reveal Imaging 
• Location:  Stearns 402 

Session #4: Surveillance and human factors 
• John Pearson, Siemens Corporate Research 
• Location: Stearns 318 

5:15 PM Break 
5:45 PM Reception (sponsored by Csuptwo) 
  Location: Stearns Center, Room 415 

• Demonstration: Mammography workstation. 

6:30 PM Working Dinner 
  Location: Stearns Center, Room 431 

• Remarks: Doug Bauer, Department of Homeland Security 
• Talk: Daniel Kopans, Harvard Medical School, “Seeing Below the 

Surface” 
• Talk: Jeremy Wolfe, Harvard Medical School, “Human factors and 

experiences working with DHS” 
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Friday, April 24, 2009 

7:15 AM Breakfast 
8:00 AM Introduction to day two 

• Carl Crawford, Csuptwo 
8:10 AM Reconstruction: Gap analysis and technology roadmaps 

• David Schafer, Analogic 
8:45 AM Automated threat detection and fusion: Gap analysis and 

technology roadmap 
• Sondre Skatter, GE Security 

9:20 AM Emerging technologies: Gap analysis and technology 
roadmap 

• Richard Bijjani, Reveal Imaging 
9:55 AM Surveillance and human factors: Gap analysis and 

technology roadmap 
• John Pearson, Siemens Corporate Research 

10:30 AM Break 

10:45 AM  Recommendations for Research Roadmap 

Moderator:  Carl Crawford, Csuptwo  

Panel members: 
• David Castañón, Boston University 
• Carey Rappaport, Northeastern University 
• Michael Ellenbogan, Reveal Imaging 
• Harry Martz, Lawrence Livermore National Laboratory  
• Michael Lanzaro, L-3 Communications 

12:15 PM Break and get box lunch 
12:30 PM Development of framework and process for research 

roadmap 

Moderator:  Carl Crawford, Csuptwo  

2:00 PM Closing remarks 
• Suriyun Whitehead, DHS S&T 
• Michael Silevitch, Northeastern University 

2:30 PM End of workshop 
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12. Appendix: Scope 

The following topics are to be considered at the workshop. 

1. Potential threats at integrated checkpoint 
a. Explosives 

i. Military 
ii. Commercial 

iii. Home made explosives (HME) 
iv. Pre-cursors  
v. IED 

b. Weapons 
2. Applications that may be deployed at integrated checkpoint 

a. Liquid scanner 
b. Shoe scanner 
c. Whole body imaging (WBI) 
d. Checked bag and other divested items scanner 
e. Visual inspection of people 
f. External information sources 

i. About passenger 
ii. About potential threats 

iii. Integrating sub-critical masses at or post checkpoint 
3. Modalities that may be used at integrated checkpoint (or in association) 

a. CT (large number of views) 
b. Line scanners 
c. Multi-view line scanners 
d. Nuclear quadrupole resonance (NQR) 
e. Diffraction x-ray 
f. T-wave (THZ) 
g. Millimeter wave 
h. X-ray backscatter 
i. Trace (whole body and swipe) 
j. Integrated systems (system of systems) 

i. Video surveillance 
ii. License plate scanner 

iii. Driver’s license scanner 
k. Biometrics 
l. Metal detectors 

4. Examples of algorithms 
a. Reconstruction algorithms 

i. Limited views 
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ii. Dual energy (and multiple energy) decomposition 
iii. Iterative reconstruction 
iv. Artifact correction 
v. Resolution enhancement 

vi. Compressed sensing 
b. Automated detection algorithms 

i. PD/PFA improvements 
ii. General purpose automated threat detection 

iii. Liquid 
iv. Extensible 
v. WBI 

c. Operator assistance and replacement 
i. Human factors 

ii. Displays 
iii. Operator assistance 

d. Other 
i. Scanner fusion, system of systems (interoperability) 

ii. Risk assessment  
iii. Performance prediction for policy decisions (ROC 

generation) 
iv. Extensibility 
v. CAPPS 
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13. Appendix: Overview11

The Department of Homeland Security (DHS) has requirements for future 
scanners that include a larger list of threats, higher probability of detection, 
lower false alarm rates, creating systems-of-systems and lower operating 
costs. One tactic that the DHS is pursuing is creating an environment where 
the capabilities of the traditional vendors of security systems could be 
augmented with the development of algorithms by third parties.  Of 
particular interest is following the model used in the medical imaging 
industry, where university researchers have developed numerous 
algorithms that have been eventually deployed in commercial medical 
imaging equipment.  

 

A tactic that DHS is using to develop 3rd party algorithms is to issue a 
request for information12

Another tactic that the DHS is using to stimulate 3rd party algorithm 
development is to hold a workshop addressing the research opportunities 
that may enable the development of next generation algorithms for 
Homeland Security applications. The Algorithm Development for Security 
Applications (ADSA) Workshop will be held at Northeastern University 
(NEU) on April 23rd and 24th, 2009. The workshop is being lead by 
Professor Michael B. Silevitch (NEU) as part of a Center of Excellence award 
from the DHS entitled Awareness and Localization of Explosives-Related 
Threats

 (RFI) for 3rd party algorithm development. The 
RFI will be followed by a broad agency announcement (BAA), which may 
lead to the funding of third parties.  

13

• Provide an analysis of the opportunities and research barriers 
associated with next-generation algorithms for Homeland Security 
applications, using the integrated checkpoint as a basis of discussion.  

 (ALERT). The sponsors of the workshop are NEU and DHS. 

The objectives of this workshop are to: 

• Consider the following questions: 
• What will be the consequences of maintaining the current 

trajectory using existing technologies and strategy? 
                                                                 

11 This overview was distributed to the participants before the workshop began. 
This material has been adapted for the introduction of this report. 
12  https://www.fbo.gov/spg/DHS/OCPO/DHS-OCPO/OPO-09-00000-
RFI/listing.html 
13 http://www.northeastern.edu/alert 
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•  How can we foster innovative solutions using new technologies 
and strategy? 

• Facilitate academia’s involvement, especially the medical imaging 
community, in DHS’s new algorithm development strategy. 

• Address specific questions posed by DHS. 
• Identify 3rd parties who can submit to the RFI and BAA. 

The scope of the workshop has been limited to the integrated checkpoint. 
However, it is expected that the results of the workshop will be extensible to 
other applications such as checked baggage and standoff detection. Future 
workshops on other topics are anticipated.  

The topic of algorithms for the integrated checkpoint will be addressed 
through discussion of the following four themes: 

• Reconstruction 
• Automated threat detection and fusion 
• Emerging technologies 
• Surveillance and human factors 

People skilled in the above topics will lead specific tracks dealing with these 
subjects. The specifics of the agenda for the workshop can be found in an 
attachment. 

The deliverable from this workshop will be a report that discusses the 
following topics related to the integrated checkpoint: 

• Review of existing technologies 
• Issues and gaps in existing technologies 
• New algorithms that will address these issues and gaps 
• Applications to other threats, modalities and venues 
• Roadmap for development of new algorithms 
• List of people and institutions that can contribute 3rd party algorithms 
• Requirements for government furnished information and funding 

A group of approximately forty people are planning to attend the workshop. 
The group is split between academia, national laboratories, government and 
industry. A complete list of attendees can be found in an attachment. The 
speakers and leaders at the conference will be provided with instructions 
before the workshop in order to focus their efforts towards the objectives. 
All attendees will submit preliminary summaries along the lines of the final 
report as described by homework assignments described in an attachment. 
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14. Appendix: Planning Committee 

The planning committee for the workshop consisted of the following people: 

• Michael Silevitch, Northeastern University 
• Carey Rappaport, Northeastern University 
• David Castañón, Boston University 
• Horst Wittmann, Northeastern University 
• John Beaty, Northeastern University 
• Carl Crawford, Csuptwo, LLC 

The final report was edited by: 

• Michael Silevitch, Northeastern University 
• Carl Crawford, Csuptwo, LLC 
• Harry Martz, LLNL 

Logistics for the workshop were handled by: 

• Mariah Nóbrega, Northeastern University 
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15. Appendix: Invitation 

The purpose of this email is to invite you to participate in a workshop 
addressing the research opportunities that may enable the development of 
next generation algorithms for Homeland Security applications. If possible, 
could you please reply to this invitation by Friday, January 30th? 

The workshop will be held at Northeastern University (NEU) on April 23rd 
and 24th, 2009. The workshop is being lead by Professor Michael B. Silevitch 
(NEU) as part of a Center of Excellence award from the DHS entitled 
Awareness and Localization of Explosives-Related Threats (ALERT, 
www.northeastern.edu/alert

• Provide an analysis of the opportunities and research barriers 
associated with next-generation algorithms for Homeland Security 
applications, using the integrated checkpoint as a basis of discussion.  

). I will be the moderator for the workshop. 

The Department of Homeland Security (DHS) has requirements for future 
scanners that include a larger list of threats, higher probability of detection, 
lower false alarm rates, creating systems-of-systems and lower operating 
costs. One tactic that the DHS is pursuing is creating an environment where 
the capabilities of the traditional vendors of security systems could be 
augmented with the development of algorithms by third parties.  Of 
particular interest is following the model used in the medical imaging 
industry, where university researchers have developed numerous 
algorithms that have been eventually deployed in commercial medical 
imaging equipment.  

The DHS has issued a request for information (RFI ) for 3rd party algorithm 
development. The RFI will be followed by a broad agency announcement 
(BAA), which may lead to the funding of third parties.  

The objectives of this workshop are: 

• Consideration of the following questions: 
• What will be the consequences of maintaining the current 

trajectory using existing technologies and strategy? 
•  How can we foster innovative solutions using new technologies 

and strategy? 
• Facilitate academia’s involvement, especially the medical imaging 

community, in DHS’s new algorithm development strategy. 
• Address specific questions posed by DHS. 
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Enclosed is a provisional outline of the workshop, including the agenda and 
list of participants. Please note that all participants have homework 
assignments due before the workshop. I, as the moderator, will edit a report 
based on the workshop for the DHS. 

I have the following questions for you. 

• Will you be able to participate? 
• Can you suggest other people who should attend the workshop as 

participants, speakers or session chairs? 
• Can you suggest people who would want to receive information about 

the RFI, BAA, and the final report from the workshop? 
• Do you have suggestions on changes to the enclosed outline? 

Travel expenses will be reimbursed. However, an honorarium will not be 
paid. 

Please email me your replies to the questions. 

Please feel free to contact me (see below for contact information) or Michael 
B. Silevitch (msilevit@ece.neu.edu or 617-373-3033) on all matters related 
to the workshop. 

Thank you for your consideration of the workshop and I look forward to 
your participation. 

 

Carl R. Crawford, Ph.D. 
Csuptwo, LLC 
8900 N. Bayside Drive 
Bayside, WI 53217-1911 
Cell: 414-530-0146 
Fax: 414-446-4566 
crawford.carl@csuptwo.com 
www.csuptwo.com 
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16. Appendix: Speaker assignments 

The following sections show the instructions sent to the speakers and 
presenters in advance of the workshop. 

16.1 All speakers 

The purpose of this document is to provide general instructions to the 
people who will be speaking at the workshop. These instructions are 
provided to ensure that the primary goal of the conference is achieved: 
Provide an analysis of the opportunities and research barriers associated 
with next-generation algorithms for Homeland Security applications, using 
the integrated checkpoint as a basis of discussion.  Specific instructions for 
most of the speakers will be provided in a separate document. 

1. Concentrate material on integrated check point. However, extension to 
other applications is desired. See the separate document on scope for 
examples of items that may be considered. 

2. Presentations should follow objectives set in the final report. This will 
minimize the effort required to generate the report. 

3. All presentations will be become part of the record of the workshop. 
They may be distributed, but they will not be posted on the Internet. 

4. Proprietary information should not be presented. 
5. Classified or sensitive or sensitive security information (SSI) may not be 

presented. 
6. Stick to the time limits set forth in the agenda. 
7. Questions and discussion should be solicited during your time slot. 
8. Mariah Nóbrega will be sending you audio-visual (AV) instructions for 

making your presentation. 
9. Minimize advertisement of present technology. 
10. Discuss technologies and equipment outside of your area of expertise or 

company. 
11. Speakers in sessions with multiple speakers are encouraged to discuss 

their presentations before they present in order to reduce overlap. 
12. Concentrate on algorithmic solutions. 
13. May address, albeit for ~5% of time, requirements for government 

furnished information (GFI), deployment and funding. 
14. Minimize advertisement of present products and solutions. 
15. Present products and solutions from other vendors. 
16. Minimize discussion of adoption issues on how a 3rd party’s work would 

be deployed in your systems both from a technical and financial point of 



Algorithm Development for Security Applications Final Report 
April 2009 Workshop 

46 
 

view. 
17. State objectives for short- and long-term. 
18. Emphasize that funding vehicles will be designed to support 3rd party 

algorithmic development. 
19. Focus discussions on technical solutions versus adoption issues. 

16.2 DHS speakers 

1. Overview of state-of-art from DHS/TSA point of view including 
discussion of issues. 

2. Discuss future requirements (cost, threats, PD, PFA) 
3. Present reasons for 3rd party algorithm development 
4. Present expectations for outcome of workshop. 
5. Costs associated with equipment including processing false alarm 

16.3 Overview sections speakers 

1. History of threats and technology  
2. State of the art deployed 
3. Review of procurement process 
4. Emerging threats 
5. Role of 3rd party algorithms 
6. Issues related to development and procurement 
7. Two speakers should coordinate talks before workshop 

16.4 Track leaders 

1. Tracks: 
a. Reconstruction 
b. Automated threat detection and fusion 
c. Emerging technologies 
d. Surveillance and human factors 

2. General 
a. Focus of checkpoint, but discuss extensions to other applications 
b. Address all relevant modalities and applications noted above 

3. Presentations on first day 
a. Review state of the art 
b. Identify issues with state of the art 
c. Predict new issues with future requirements 

4. Breakout sessions on first day 
a. Discuss presentation with group 
b. Expand on presentation 
c. Reduce material to form specified for final report 
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d. Prepare presentation for Day 2. 
e. Ask moderator to coordinate scope issues between different 

tracks 
5. Presentations of the second day 

a. Present results of breakout in format consistent with final report 

16.5 Panel members 

1. Give 10 minute presentation on your vision of the research roadmap 
2. Discuss gaps and potential solutions 
3. Critique, compliment and complement results of breakout sessions 
4. PPT presentation would be beneficial, but can be raw/provisional 
5. Promote discussion among rest of panel and with all participants 

16.6 Dinner speakers 

1. Problems with human in the loop 
a. Detection of rare objects 
b. Vigilance decrement 
c. Incentives and disincentives 
d. Role of advanced displayed 

2. Personal experience in working with FAA/TSA/DHS 
a. Acquiring funding 
b. Testing 
c. Publications 
d. Institutional requirements (publications, patents, classified 

material) 
3. Make the session into a discussion versus a formal presentation. 
4. The total time – talk and discussion – should be 45’ 
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17. Appendix: Workstation Demo 

The MGH BI Lab has implemented an ultra high-speed dataflow 
management system and Advanced Tomosynthesis Workstation (ATW), 
which automatically processes and cues the case datasets for review at very 
high native resolution.  Optionally employing 2 to 4 IBM 9-megapixel LCD 
displays driven by dual NVIDIA graphics engines we are able to present the 
tomosynthesis and the conventional 2-view mammography (CTVM) pairs 
scrolling together in a full resolution workspace while meeting our speed 
requirements.  

Coherent, fast, case presentation is required for efficient radiologist 
function. ABTS generates about 50-fold more data than CTVM. Very specific 
and individualized rendering specifications (hanging protocol) have to be 
met with under 1-second case-to-case transition time. Real-time interactive 
control of the contrast, baseline, and synchronized slice, mirrored zoom and 
roam permit using ABTS in a screening environment, our fundamental 
project goal. 

Breast screening requires direct (usually side-by-side) comparison of the 
left and right tomosynthesis volumes, as well as the side-by-side prior CTVM  
and  DBT, left and right in each projection commonly employed.  Left and 
right Cranial-Caudal (CC) and left and right Medial-Lateral-Oblique (MLO) 
views are the norm for 2D mammography.  For the present study CTVM film 
images, CTVM digital images and prior DBT volumes are available in a 
mixture.  The MGH clinical practice converted to all digital CTVM over 2 
years ago. Therefore, a mixture of mostly CTVM digital images and a 
minority of CTVM films must be used for the one and two-year prior 
comparison for the reading of screening studies.  We accomplish this with 
CTVM digital workstations, a film alternator and the ATW. The radiologist 
sits in the center of these devices, pivoting to face each one as needed. Using 
the latest version of Windows-XP-64 Operating system, 10-disk RAID-1 
striped storage, and 16 gigabytes of system caching onto solid-state drives, , 
we are able to prefetch four complete mixed datasets (2 or 4-TOMOs, 2-
CTVM-CCs and 2-CTVM-MLOs) using the worklist order. Loading proceeds 
with the next datasets while the radiologist is reading a given dataset. This 
produces case-to-case access speed of under 500 milliseconds (for about 2 
gigabyte of data).  Random unplanned access mode is still fairly fast, 
averaging 7 seconds for a full mixed dataset. This is much faster than the 
access speeds seen on some commercial CTVM digital mammography 
workstations  
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ATW was demonstrated in the invited educational exhibit area at the 
Radiological Society of North America and fully functional MGH ATWs  have 
been available for “test drives” in commercial booths and educational 
exhibits. This enabled thousands of meeting participants to see and use the 
ATWs themselves. Luminaries were able to review and comment on the 
notable cases from the  subjects collected under USAMRC CTR DAMD17-98-
8309 (D. Kopans, PI, funding 1999-2003) and NCI-300-woen trial  (2005-
present, 5R33 CA107863- 03). Initially, some RSNA attendees were 
concerned that reading DBT would be much slower compared to reading 
CTVM.  MGHBI presented a study on DBT workflow at RSNA to address this 
issue and showed that DBT is read with a median reading time of under 40 
seconds, quite comparable to CTVM. This and other presentations have met 
with enthusiasm and GE and Hologic report multiple requests to purchase 
DBT systems. 
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18. Appendix: Acronyms 

Term Definition 

AAPM American Association of Physicists in Medicine 
ADSA Algorithm Development for Security Applications 
ALERT Awareness and Localization of Explosives-Related Threats,  

A Department of Homeland Security Center of Excellence at 
NEU 

ASTM American Society for Testing and Materials 
AT Advanced technology 
ATD Automated threat detection 
ATR Automated threat resolution; a synonym of ATD. 
BAA Broad agency announcement 
BHS Baggage handling system 
BIR Baggage inspection room 
BLS Bottled Liquids Scanners 
BPSS Boarding Pass Scanning Systems 
BU Boston University 
CAD Computer aided or assisted detection 
Cambria TSA procurement program for next-generation check-point 

scanners 
CAPPS Computer Assisted Passenger Prescreening System 
CAT Credential Authentication Technology 
CENSIS Center for Subsurface Sensing and Imaging Systems, a 

program at NEU 
CERT Certification testing at the TSL 
CIA Central Intelligence Agency 
COE Center of excellence, a DHS designation 
CONOP Concept of operations 
COP Concept of Operation 
CPI Cast & Prosthesis Imagers 
CRT Certification readiness testing 
CT Computed tomography 
DAS Data acquisition system 
DHS Department of Homeland Security 
DHS S&T DHS Science & Technology division 
DICOM Digital Imaging and Communications in Medicine; 

http://medical.nema.org 
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Term Definition 

DICOS Digital Imaging and Communications in Security. NEMA 
standard for image format for security; NEMA IIC Industrial 
Imaging and Communications Technical Committee.  

DOD Department of Defense 
DOD Department of Defense 
DR Digital radiology 
EDS Explosive detection scanner that passes TSL’s CERT. 
ETD Explosive trace detection 
FA False alarm 
FAA Federal Aviation Administration 
FAT Factory acceptance testing 
FBI Federal Bureau of Intelligence 
FOUO For official use only 
FOV Field of view 
GC Grand challenge 
HME Homemade explosive 
HMS Harvard Medical School 
HVPS High voltage power supply 
IED Improvised explosive device 
IGT Image guided therapy  
IHE Integrating the Healthcare Enterprise 
INL Idaho National Laboratory 
IQ Image quality 
JND Just noticeable difference 
L-3 L-3 Communications 
LAC Linear Attenuation Coefficient 
LLNL Lawrence Livermore National Laboratory 
LS Line scanners (projection scanners) 
Manhattan II TSA procurement program for next-generation EDS 
MC Monte Carlo [modeling] 
MIC Medical Imaging Conference (IEEE) 
MMW Millimeter wave 
MRI Magnetic resonance imaging 
MV Multiple view 
NDA Non-disclosure agreement 
NDE Non-destructive evaluation 
NEMA  National Electrical Manufacturers Association 
NEU Northeastern University 

http://www.llnl.gov/�
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Term Definition 

NIST National Institute of Standards and Technology 
NQR Nuclear Quadrupole Resonance 
ONR Office of Naval Research 
OSARP On screen alarm resolution protocol/process 
OSR On screen resolution 
PD Probability of detection 
PET Positron emission tomography 
PFA Probability of false alarm 
PPV Positive predictive value 
QR Quadruple resonance 
RED Remote explosive detection (stand-off) 
RFI Request for information 
ROC Receiver operator characteristic  
RPI Rensselaer Polytechnic Institute 
RSNA Radiology Society of North America 
SAT Site acceptance testing 
SBIR Small business innovation research  
SCS Standard Communication in Security 
Sensitivity Probability of true positive 
SOP Standard operating procedure 
SOP Standard operating procedure 
Specificity 1 – probability of false positive 
SPECT Single photon emission computed tomography 
SPIE International society for optics and photonics 
SSI Sensitive security information 
SSI Sensitive security information 
STIP Security Technology Integrated Program 
TBD To be determined 
THZ Tera-Hertz imaging 
TIP Threat image projection 
TQ Threat quantity; minimum mass required for detection. 

Value(s) is classified. 
TRX TIP-ready x-ray line scanners 
TSA Transportation Security Administration 
TSL Transportation Security Lab, Atlantic City, NJ 
TSO Transportation security officer; scanner operator 
WBI Whole body imaging 
XRD X-ray diffraction 
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19. Appendix: Attendee List 

Track: 
R: Reconstruction    A: Automated threat detection and fusion 
E: Emerging technologies  S: Surveillance and human factors 
V: Visitor    F: Freelance 
 

Name Affiliation Track 

Omar Al-Kofahi American Science and Engineering S 
Doug Bauer Department of Homeland Security V 
John Beaty Northeastern University E 
Richard Bijjani Reveal Imaging E 
Charles Bouman Purdue University R 
David Castanon Boston University A 
Philip Cheney Northeastern University S 
Matt Clark Department of Homeland Security V 
Jim Connelly L-3 Communications A 
Carl Crawford Csuptwo F 
Michael Ellenbogen Reveal Imaging A 
David Gerts Idaho National Laboratory A 
Ted Grant Department of Homeland Security A 
Grant Gullberg Lawrence Berkeley National Laboratory R 
Alex Hudson Rapiscan E 
David Isaacson Rensselaer Polytechnic Institute E 
W. Clem Karl Boston University R 
Alexander Katsevich University of Central Florida R 
Ron Kikinis Harvard Medical School A 
Daniel Kopans Harvard Medical School V 
Patrick La Riviere University of Chicago R 
Michael Lanzaro L-3 Communications E 
Edwin Marengo Northeastern University R 
Jason Martin Transportation Security Administration A 
Harry Martz Lawrence Livermore National Laboratory A 
Matthew Merzbacher GE Security E 
Eric Miller Tufts University R 
Rick Moore Massachusetts General Hospital V 
Robert Nishikawa University of Chicago A 
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Name Affiliation Track 

Laura Parker Department of Homeland Security E 
John Pearson Siemens Corporate Research S 
Homer Pien Massachusetts General Hospital R 
Rich Radke Rensselaer Polytechnic Institute S 
Carey Rappaport Northeastern University R 
Kris Roe Smiths Detection E 
David Schafer Analogic R 
Michael Silevitch Northeastern University F 
Sondre Skatter GE Security A 
Carl Smith Guardian Technologies A 
Ben Tsui Johns Hopkins R 
Ge Wang Virginia Tech E 
Tim White Pacific Northwest National Laboratory A 
Suriyun Whitehead Department of Homeland Security S 
Horst Wittmann Northeastern University S 
Jeremy Wolfe Harvard Medical School S 
Birsen Yazici Rensselaer Polytechnic Institute A 
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20. Appendix: Participant Biographies 
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Omar al-Kofahi 

American Science & Engineering Inc. 
OAl-Kofahi@as-e.com 

Dr. al-Kofahi received his B.S. from Jordan University of Science and 
Technology and his M.S. and Ph.D. in Computer and Systems Engineering 
from Rensselaer Polytechnic Institute. His Ph.D. work involved the design 
and implementation of a broadly applicable framework to automated 
scoring of changes in image sequences, designed to mimic the conclusions of 
a domain expert analyzing the same data. Dr. al-Kofahi joined AS&E in 2005, 
where he lead efforts to build advanced operator assist capabilities to help 
users identify anomalies in images and increase throughput. He also 
designed various algorithms for signal and image processing and 
enhancement, as well as building new X-ray imaging systems using concepts 
like coded aperture imaging. 

Douglas C. Bauer 

Department of Homeland Security 
Science and Technology Division 

Dr. Bauer holds engineering degrees from Cornell and Carnegie Mellon 
Universities (where he received his PhD), a law degree from Georgetown 
University Law Center, and a theology degree from Virginia Theological 
Seminary.  He served in the U.S. Navy as a line officer aboard surface ships, 

doug.bauer@dhs.gov 
202-254-6040 

Dr. Bauer is the Program Executive for Basic Research within the Explosives 
Division of the Science and Technology Directorate at the Department of 
Homeland Security (DHS).  He has management responsibility for a multi-
million dollar program in explosives basic and applied research, homemade 
explosives (HME) characterization, detection and damage assessment, 
development of the next generation EDS x-ray technologies, and counter IED 
basic research in prevention, detection, response and mitigation.  Dr. Bauer 
also has management responsibility for two new university-based Centers of 
Excellence addressing explosive threats in transportation through 
fundamental research.  Previously, Dr. Bauer was Acting Director of the 
Countermeasures Test Beds (CMTB), an activity to carry out Operational 
Test and Evaluation (OT&E) for counter terrorism technologies.  Legacy 
CMTB projects for which he is still responsible include the Air Cargo 
Explosives Detection Pilot Project (ACEDPP) in three different airports and 
consultation on security systems for surface transportation application.  
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including service in DESERT STORM, and is now retired as a naval Captain.  
He is a registered professional engineer in two states (New York, 
Pennsylvania) and a member of the D.C. bar, admitted to practice before 
federal courts. He is a certified Program Manager Level I and received the 
Under Secretary’s award for Program Management and the Secretary’s 
award for Excellence in 2007. 

John Beaty 

Northeastern University 
jbeaty@ece.neu.edu 
617-438-2328 (cell) 

John is the Industrial Liaison and Director of Technology Development for 
Awareness and Localization of Explosives Related Threats (ALERT).  He is 
also the Director of Technology Development for the Bernard M. Gordon 
Center for Subsurface Sensing and Imaging Systems. Mr. Beaty has extensive 
experience managing research and development for the scientific 
instrument, semiconductor, and government contract industries. John spent 
30 years with three companies, Thermo Electron Corporation, Schlumberger 
Test and Transactions, and FEI Company developing a wide variety of 
instruments and tools, using diverse technologies. In most instances, John 
procured development resources from a variety of sources: government, 
industry, industry consortia, and venture capital. 

Richard Bijjani         

Reveal Imaging Technologies, Inc. 
781-276-8400  
richard.bijjani@revealimaging.com 

Dr. Richard Bijjani, Chief Technology Officer, has been in the security 
business for over 12 years. In 1990 he managed R&D during the 
development of a dynamic signature verification product at Kumahira Inc. In 
1994 Dr. Bijjani joined InVision Technologies as head of the Algorithm and 
Machine Vision group. He oversaw the algorithm development effort that led 
to the successful certification by the FAA of multiple EDS systems. Dr. Bijjani 
joined Vivid Technologies in 1997 where he led the design and development 
of the additional EDS systems. Dr. Bijjani has a Ph.D. in Electrical 
Engineering from Rensselaer Polytechnic Institute. 

Charles Bouman 

Purdue University 
bouman@purdue.edu 
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Phone: (765) 494-0340 
engineering.purdue.edu/~bouman 

Charles A. Bouman is the Michael J. and Katherine R. Birck Professor of 
Electrical and Computer Engineering at Purdue University where he also 
holds a courtesy appointment in the School of Biomedical Engineering and 
serves has a co-director of Purdue’s Magnetic Resonance Imaging Facility. 
He received his B.S.E.E. degree from the University of Pennsylvania, M.S. 
degree from the University of California at Berkeley, and Ph.D. from 
Princeton University in 1989. Professor Bouman's research focuses on 
inverse problems, stochastic modeling, and their application in a wide 
variety of imaging problems including tomographic reconstruction and 
image processing and rendering. Prof. Bouman is the Editor-in-Chief of the 
IEEE Transactions on Image Processing and a member of the IEEE Signal 
Processing Society’s Board of Governors.  He also is a Fellow of the IEEE, 
AIMBE, IS&T, and SPIE and has served Vice President of Publications for the 
IS&T Society. 

David Castañón 

Boston University  
Tel: (617) 353-9880  
dac@bu.edu 

Prof. David Castañón received his B.S. degree in Electrical Engineering from 
Tulane University in 1971, and his Ph.D. degree in Applied Mathematics 
from the Massachusetts Institute of Technology in 1976.   From 1976 to 
1981, he was a research associate with the Laboratory for Information and 
Decision Systems at the Massachusetts Institute of Technology in 
Cambridge, MA. From 1982-1990, he was Chief Scientist at Alphatech, Inc. in 
Burlington, MA.  He joined the  Department of Electrical and Computer 
Engineering at Boston University, Boston, MA in 1990, where is currently 
professor and served as department Chair in 2007.  Prof. Castañón is 
Associate Director of the National Science Foundation Center for Subsurface 
Sensing and Imaging, co-Director of Boston University's Center for 
Information and Systems Engineering and a member of the Air Force's 
Scientific Advisory Board.  He is also a member of the IEEE Control System 
Society's Board of Governors, and has served as President of the IEEE 
Control Systems in 2008.  His research interests include stochastic control, 
optimization, detection and inverse problems with applications to defense, 
medical diagnosis and homeland security. 

Philip Cheney 
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Northeastern University 
pcheney@ece.neu.edu 
617-388-6597 (cell) 

Philip is the Senior Consultant for Corporate and Government Partnerships 
for Awareness and Localization of Explosives Related Threats (ALERT).  He 
is also the Visiting Professor and Engineering Executive in Residence at 
Northeastern University and the Senior Consultant for Corporate and 
Government Partnerships for the Bernard M. Gordon Center for Subsurface 
Sensing and Imaging Systems. Dr. Cheney has 40 years of experience in 
applying leading-edge technology to solutions for complicated engineering 
problems. He has worked as an individual research contributor, engineering 
project leader, laboratories manager and government programs manager. 
He retired in 2001 as Vice President of Engineering for Raytheon Company 
including responsibility for Engineering, Program Management, and Quality 
Management. He received the BSEE and MSEE from MIT in 1957 and 1958, 
respectively, and the Ph.D in EE from Stanford University in 1961. 

Jim Connelly 

L-3 Communications 
James.Connelly@l-3com.com 
(727) 369-4355 

Jim Connelly is currently a Sr. Director of Engineering with L-3 
Communications, Security and Detection Systems Division.  He has 19 years 
of experience in explosives detection, starting at the Transportation Security 
Laboratory's predecessor, the FAA's Aviation Security Laboratory.  While 
working at the FAA, Jim participated in the development of CT based 
detection systems, mm-wave based body scanners, and other technologies.  
He also played a major role in deploying the first CT systems to U.S. Airports.  
Jim joined L-3 in 1998 leading the detection algorithm development efforts 
for the eXaminer 6000, which was Certified in October of 1998.  While at L-3, 
Jim has led efforts to continue to improve the detection algorithm achieving 
detection of lower mass levels and reducing false alarms while increasing 
detection.  He currently co-chairs the ANSI N42.45 subcommittee developing 
the American National Standard for Evaluating the Image Quality of X-ray 
Computed Tomography (CT) Security-Screening Systems. Jim continues to 
play a major role in the development of new systems at L-3 for application to 
US as well as international markets.  Jim earned his PhD in Electrical and 
Computer Engineering from Carnegie Mellon University and his BS in 
Electrical Engineering from Penn State. 
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Matthew Clark 

Department of Homeland Security 
Matthew.Clark@dhs.gov 
202-254-6377 

Matthew Clark, Ph.D is Director of DHS's Office University Programs.  He is 
the author of over 50 papers, reports, and regulatory and policy analyses.  At 
DHS, Dr. Clark is responsible for managing, integrating and delivering 
research of the DHS Research and Education Centers, a $50 million per year 
grant program.  Prior to joining DHS, Dr. Clark spent eleven years as an 
economist with the U.S. Environmental Protection Agency. He established, 
planned and managed an Economics and Decision Sciences grant program 
that generate some of the most significant and widely used research results 
ever supported by USEPA.  He also led a USEPA-wide effort to establish 
measures of program benefits and cost-effectiveness across all Agency 
programs.  Dr. Clark also managed the quality control and release of all 
regulatory economics products for the Office of Water and was an industry 
economist in EPA's Office of Science and Technology.  Earlier, he was and 
energy and environmental economics consultant for public and private 
clients, an economist and budget planner for the Washington State 
Department of Ecology, and a land use and environmental planner for the 
two largest counties in Washington State.  He received his Ph.D from the 
University of Washington, his Masters from Washington State University, 
and his Bachelors degree from the University of Massachusetts. 

Carl Crawford 

Csuptwo, LLC 
414-446-4566 

Carl Crawford is president of Csuptwo, LLC, a technology development and 
consulting company in the fields of medical imaging and Homeland Security. 
He has been a technical innovator in the fields of medical and industrial 
imaging for more than 25 years.  Dr. Crawford was the Technical Vice 
President of Corporate Imaging Systems at Analogic Corporation, Peabody, 
Massachusetts, where he led the application of signal and image processing 
techniques for medical and security scanners.  He developed the 
reconstruction and explosive detection algorithms for the Examiner 6000, a 
computerized tomographic (CT) scanner deployed in airports worldwide.  
He was also employed at General Electric Medical Systems, Milwaukee, 
Wisconsin, where he invented the enabling technology for helical (spiral) 
scanning for medical CT scanners, and at Elscint, where he developed 

crawford.carl@csuptwo.com 
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technology for cardiac CT scanners. He also has developed technology for 
magnetic resonance imaging (MRI), single photon emission tomography 
(SPECT), positron emission tomography (PET), ultrasound imaging (U/S), 
and dual energy imaging and automated threat detection algorithms based 
on computer aided detection (CAD). Dr. Crawford has a doctorate in 
electrical engineering from Purdue University, is a Fellow of the Institute of 
Electrical and Electronics Engineers (IEEE) and an associate editor of IEEE 
Transactions on Medical Imaging. 

Michael Ellenbogen 

Reveal Imaging Technologies, Inc.  
781-276-8400  
michael.ellenbogen@revealimaging.com 

Mr. Michael Ellenbogen, President & Chief Executive Officer, co-founded Reveal 
and has successfully led the company, achieving double digit growth in both 
revenue and profitability since its inception. Mr. Ellenbogen has spent more 
than 15 years shaping the explosives detection industry through his 
contributions.  Prior to Reveal, he served as vice president of product and 
business development for PerkinElmer Detection Systems where he 
oversaw the R&D, engineering and marketing efforts. As director of 
marketing for Vivid Technologies, Inc., Mr. Ellenbogen was instrumental in 
the transition following Vivid's acquisition by PerkinElmer. At both 
companies, he was responsible for market research, definition and 
development of new products and product enhancements. Mr. Ellenbogen 
holds a Physics degree from Colgate University, has been issued five patents 
in the field of X-ray inspection and automated detection technology and has 
been broadly published within the security industry.  

David Gerts 

Idaho National Laboratory 
208-526-9640 
David.Gerts@inl.gov 

Dr. David Gerts is a senior scientist at the Idaho National Laboratory.  His 
current focus of research is on data fusion and transport theory to examine 
air cargo containers for explosive materials.  Previously, Dr. Gerts has 
worked in nuclear non-proliferations using active interrogation techniques 
for locating and identifying nuclear material at significant standoff distances. 

Ted Grant 

Department of Homeland Security 
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609.813.2793 office 
ted.grant@associates.dhs.gov 

Ted Grant is the Checkpoint Program Manager for the Science and 
Technology Directorate of the Department of Homeland Security, which is 
developing the next generation of aviation checkpoint technologies.  He has 
participated in the development, evaluation and qualification of numerous 
personnel inspection systems.  He served as primary technical monitor on 
TSA’s Camden program, which developed Backscatter X-Ray Whole Body 
Imagers from AS&E and Rapiscan for airport checkpoint use.  Investigated 
numerous systems in development, including active millimeter wave Whole 
Body Imager, Quadrupole Resonance bulk explosive detection systems, , the 
CastScope, walk-through and handheld Metal Detectors, bottle screening 
devices, passive millimeter wave imagers, and Raman scattering systems.  
He has been the system architect and team leader for several large 
integrated hardware / software systems, including the Drivers Enhanced 
Vision System, which combines infrared imaging, moving-map displays, 
wireless communications, and Differential GPS to track and control airport 
vehicles and received the Technology Innovation Award presented by 
Aviation Week and Space Technology.  He also led the effort to develop a 
regional tracking system in Shenyang China, and founded a nationwide 
tracking service in the US. He holds a bachelor's degree in Physics from the 
University of Vermont, and a master's degree from Cornell University.   

Grant Gullberg 

Lawrence Berkeley National Lab 
Telephone: 510-486-7483 
gtgullberg@lbl.gov 

During the past 35 years I have worked in the field of Medical Imaging in 
both industry and academia. My professional research interests are in the 
field of physics and nuclear instrumentation and their application to medical 
problems and medical imaging.  I received my PhD in Biophysics from the 
University of California, Berkeley (1979) where I also worked as a staff 
scientist at the Lawrence Berkeley National Laboratory. After my PhD 
studies I worked in the Applied Science Lab of the General Electric Company 
for 5 years before taking a position at the University of Utah where I was 
Professor of Radiology and Director of the Medical Imaging Research 
Laboratory for 17 years.  In 2002 I returned to the Lawrence Berkeley 
National Laboratory as a Senior Staff Scientist and I am also Adjunct 
Professor of Radiology at the University of California San Francisco. 
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Alex Hudson 

Rapiscan Systems Inc, 
Tel. 408 961 9759 
ahudson@rapiscansystems.com 

Currently VP of Global Engineering for Rapiscan Systems Inc. Previously 
Technical Project Manager on the RTT project for Rapiscan Laboratories Inc. 
Prior to Rapiscan, Dr. Hudson worked as an R&D Manager in Advanced 
Development at Varian Inc. Before this he worked as the Supervisor of the 
Advanced Systems Design Group with Quantum Magnetics (a subsidiary of 
InVision Technologies, now a part of GE Security).  Dr. Hudson has nine 
years of high tech product development experience, with 5 in the field of 
aviation security, developing technologies and sensors for various 
applications based on quadrupole resonance (QR), magnetic resonance 
(MR), computed tomography (CT) and data fusion.  At Varian, Inc. his role 
was to lead a research group, developing cutting-edge cryogenic RF antenna 
products and to manage a portfolio of R&D projects created to deliver 
competitive new magnetic resonance spectroscopy systems.  While at 
Quantum Magnetics, Dr. Hudson was Principle Investigator of a multi-
million dollar Quadrupole Resonance (QR) explosive detection grant funded 
by the Transportation Security Laboratory. As part of this work, he 
developed a safe test material for QR explosive detection machines, in 
collaboration with LLNL, which is now commercially available from XM 
Products.  Dr. Hudson holds a BS in Physics from Bristol University, UK and a 
PhD from Nottingham University, UK in Magnetic Resonance Imaging. 

David Isaacson 

Rensselaer Polytechnic Institute 
 (518) 276 - 6900 
isaacd@rpi.edu 

David Isaacson is a Professor of Mathematical Sciences at Rensselaer 
Polytechnic Institute in Troy New York. He received his Ph.D. in Mathematics 
from the Courant Institute of Mathematical Sciences in 1976. In the early 
years of his career he worked on developing numerical methods to 
approximately solve problems arising in Statistical Mechanics, Quantum 
Mechanics, and Quantum Field theory. Since 1986 he has devoted his career 
to applying mathematics to the solution of problems in medicine and 
biology. Along with his collaborators at RPI he has developed Adaptive 
Current Tomography systems for monitoring heart and lung function. He is 
currently collaborating on the construction of an Electrical Impedance 

http://www.rpi.edu/~isaacd 
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Tomography system specifically designed to improve the diagnosis of breast 
cancer. 

W. Clem Karl 

Boston University  
Tel: (617) 353-9788  
wckarl@bu.edu 

William Clem Karl received the Ph.D. degree in Electrical Engineering and 
Computer Science in 1991 from the Massachusetts Institute of Technology, 
Cambridge, where he also received the S.M., E.E., and S.B. degrees.  He held 
the position of Staff Research Scientist with the Brown-Harvard-M.I.T. 
Center for Intelligent Control Systems and the M.I.T. Laboratory for 
Information and Decision Systems from 1992 to 1994. He joined the faculty 
of Boston University in 1995, where he is currently Professor of Electrical 
and Computer Engineering and Biomedical Engineering.  He has served as an 
Associate Editor of the IEEE Transactions on Image Processing as well as in 
various organizational capacities, including session organizer and chair for 
the Asilomar Conference on Signals, Systems and Computers special session 
on Inverse Problems in Imaging, session organizer and chair for the 
Conference in Information Sciences and Systems special session on Medical 
Imaging, and as part of the organizing committee for the First SIAM 
Conference on the Life Sciences. He is currently the general chair of the 2009 
IEEE International Symposium on Biomedical Imaging. He is a member of 
the IEEE Image, Video, and Multidimensional Signal Processing and 
Biomedical Image and Signal Processing Technical Committees, or which he 
is the vice-chair. Dr. Karl's research interests are in the areas statistical 
signal and image processing, estimation, detection, and medical signal and 
image processing. 

Alexander Katsevich 

Univ. of Central Florida  
Work: 407-823-5237  

Alexander Katsevich is Professor of Mathematics at the University of Central 
Florida. He has been working in the field of tomography since getting his 
doctorate degree in mathematics from Kansas State University in 1994. Dr. 
Katsevich worked from 1994-1996 at the Los Alamos National Laboratory, 
and he has been with the Department of Mathematics at the University of 
Central Florida since 1996. Dr. Katsevich’s main area of expertise is 
tomographic image reconstruction. His most significant accomplishment is 

akatsevi@pegasus.cc.ucf.edu 
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the development of a new class of exact and efficient image reconstruction 
algorithms for helical CT in 2001. Dr. Katsevich worked also on algorithm 
development in other areas of CT, e.g. local tomography, cardiac image 
reconstruction (motion estimation/compensation). Additionally, he studied 
some theoretical aspects of tomography (analysis of artifacts, resolution 
ability, etc.). Dr. Katsevich has extensive experience of collaborating with 
industrial partners, such as General Electric Medical Systems, Siemens 
Medical, and Toshiba Medical Research Institute. 

Ron Kikinis 

Brigham & Women's Hospital  
Phone: 617 732 7389  

Dr. Kikinis is the founding Director of the Surgical Planning Laboratory, 
Department of Radiology, Brigham and Women's Hospital, Harvard Medical 
School, Boston, MA, and a Professor of Radiology at Harvard Medical School. 
This laboratory was founded in 1990. Dr. Kikinis is the Principal Investigator 
of the National Alliance for Medical Image Computing (

Kikinis@bwh.harvard.edu 

NA-MIC, a National 
Center for Biomedical Computing, an effort which is part of the NIH 
Roadmap Initiative), and of the Neuroimage Analysis Center (NAC a National 
Resource Center funded by NCRR). He is also the Research Director of the 
National Center for Image Guided Therapy (NCIGT), which is jointly 
sponsored by NCRR, NCI, and NIBIB and co-director of the IGT program at 
CIMIT. During the mid-80's, Dr. Kikinis developed a scientific interest in 
image processing algorithms and their use for extracting relevant 
information from medical imaging data. Since then, this topic has matured 
from a fairly exotic topic to a field of science. This is due to the explosive 
increase of both the quantity and complexity of imaging data. Dr. Kikinis has 
led and has participated in research in different areas of science. His 
activities include technological research (segmentation, registration, 
visualization, high performance computing), software system development 
(most recently the 3D Slicer software package), and biomedical research in a 
variety of biomedical specialties. The majority of his research is 
interdisciplinary in nature and is conducted by multidisciplinary teams. The 
results of this research have been reported in a variety of peer-reviewed 
journal articles. He is the author and co-author of more than 260 peer-
reviewed articles. Before joining Brigham & Women's Hospital in 1988, he 
trained as a resident in radiology at the University Hospital in Zurich, and as 
a researcher in computer vision at the ETH in Zurich, Switzerland. He 
received his M.D. degree from the University of Zurich, Switzerland, in 1982. 

http://www.na-mic.org/�
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Daniel Kopans 

Massachusetts General Hospital 
dkopans@partners.org 
617-726-3093 

Daniel B. Kopans, M.D., F.A.C.R., Professor of Radiology - Harvard Medical 
School, Senior Radiologist and Founder of the Breast Imaging Division 
Massachusetts General Hospital. Dr. Daniel B. Kopans has authored more 
than 200 papers in peer reviewed journals, written the major textbook in 
the field of Breast Imaging, now in its 3rd edition, has made major 
innovations in the field and has several patents.   

Mike Lanzaro 

L3 Communications 
(781) 970-1752 
michael.lanzaro@l-3com.com 

Mike Lanzaro currently serves as the Vice President of Engineering for the 
Security and Detection Systems Division of L3 Communications, where he 
oversees all product development activities, including R&D and program 
management.  Prior to joining L3 in late 2004, Mike spent over seventeen 
years at Symbol Technologies and was the VP of Mobile Computing Systems, 
a $700M business at the time.  Mike has over twenty-plus years of 
experience in leading and managing large high-tech product development 
organizations with accompanying P&L responsibility. He holds A Bachelor of 
Engineering Degree in Electrical Engineering from Stevens Institute, a 
Masters in Computer Science from New York Institute, and a Masters of 
Management from Polytechnic University.  He is a holder of nine U.S. Patents 
and resides in the Boston, Massachusetts area. 

Patrick La Riviere 

The University of Chicago             
Phone: 773-702-6975 

Patrick J. La Riviere received the A.B. degree in physics from Harvard 
University in 1994 and the Ph.D. degree from the Graduate Programs in 
Medical Physics in the Department of Radiology at the University of Chicago 
in 2000. In between, he studied the history and philosophy of physics while 
on the Lionel de Jersey-Harvard scholarship to Cambridge University. He is 
currently an Assistant Professor in the Department of Radiology at the 
University of Chicago, where his research interests include algorithm 

pjlarivi@uchicago.edu 
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development for tomographic reconstruction in computed tomography, x-
ray fluorescence computed tomography, and optoacoustic tomography. In 
2005, he received the IEEE Young Investigator Medical Imaging Scientist 
Award, then given every two years to a young investigator within 6 years of 
the Ph.D. for significant contributions to medical imaging research.  He is an 
author of more than 30 peer-reviewed articles and peer reviewed 
conference proceedings and 8 book chapters. 

Edwin Marengo 

Northeastern University 
Tel. 617-373-3358  
emarengo@ece.neu.edu 

Edwin Marengo is a tenure-track assistant professor in the Department of 
Electrical and Computer Engineering at Northeastern University in Boston. 
He obtained the Ph.D. in Electrical Engineering at Northeastern in 1997 
working under the direction of Professor Anthony Devaney. From 1997-
2004 he did several postdocs at the University of Arizona, Arizona State 
University, Northeastern University, and the Technological University of 
Panama. Since 2004 he has been at Northeastern where he works on 
electromagnetic inverse scattering, wave-based signal processing and 
compressive sensing. He is a recipient of the NSF CAREER Award, is a senior 
member of the IEEE and a member of URSI, the Optical Society of America 
and the American Physical Society, is a member of Phi Kappa Phi and Eta 
Kappa Nu, and has been a Fulbright scholar sponsored by the USA 
Department of State. 

Jason Martin 

Transportation Security Administration  
571-227-5057 

Jason Martin currently serves as the Acting Program Manager for the 
Passenger Screening Program (PSP) in the Office of Security Technology 
(OST) at the Transportation Security Administration (TSA).  Before 
assuming his current position, Mr. Martin served as PSP Project Manager for 
various security technologies at TSA, including Bottled Liquids Scanners 
(BLS), Explosive Trace Detectors (ETD), Cast & Prosthesis Imagers (CPI), 
and Credential Authentication Technology - Boarding Pass Scanning Systems 
(CAT-BPSS).  In addition, Mr. Martin has served as IT Emerging Technologies 
Manager for the Defense Advanced Research Projects Agency (DARPA), 
Emerging Technologies Management Consultant to the Director of IT 

jason.t.martin@dhs.gov 
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Innovation at the Office of Naval Research (ONR), and as a Director and 
Program Manager for several government contracting firms. Mr. Martin 
possesses a Master's Degree in International Affairs from the Elliott School 
of International Affairs at the George Washington University, and a 
Bachelor's Degree in Economics from the University of Tennessee at 
Chattanooga. 

Harry Martz, Jr. 

Lawrence Livermore National Laboratory 
martz2@llnl.gov 
(925) 423-4269 

Dr. Harry E. Martz, Jr. is the Director for the Center for Nondestructive 
Characterization (CNDC) and lead of the Measurement Technologies focus 
area in the Science and Technology Department at the Lawrence Livermore 
National Laboratory (LLNL). He is responsible for leading the research and 
development efforts of different nondestructive measurement science and 
technology methods including but not limited to X- and gamma-ray digital 
radiography and computed tomography (CT), visual and infrared imaging, 
ultrasonics, micropower impulse radar imaging, and signal and image 
processing. This research and development includes the design and 
construction of instruments, and preprocessing, image reconstruction, 
analysis and visualization algorithms. Harry received a B.S. degree in 
chemistry from Siena College, Loudonville, NY, in 1979. In 1983, he received 
a masters degree and in 1986 a Ph.D. degree both in nuclear/inorganic 
chemistry and physics from Florida State University, Tallahassee, FL. After 
receiving his Ph.D. in 1986, he became a full-time employee at LLNL. From 
1986 to 1988 he was engaged in X-ray and proton radiography and CT 
techniques for material characterization, and gamma-ray gauge studies for 
Treaty Verification applications. From 1988 to 1990 he was the computed 
tomography project leader and in 1991 he became the CT project manager 
in the NDE Section. In 1994 Harry became the NDE Thrust Area/Research 
Leader and became the Director of the Center for Nondestructive 
Characterization in 1999. In 2006 he became the lead of the Measurement 
Technologies focus area. Dr. Martz received a 2000 R&D 100 award in the 
area of Waste Inspection Tomography using Nondestructive Assay. He 
received the LLNL 1998 Director’s Performance Award for Active and 
Passive Computed Tomography. He was given the Federal Laboratory 
Consortium for Technology Transfer 1990 Award of Merit. Dr. Martz is a 
member of Alpha Chi Sigma and Sigma Pi Sigma—the National Physics 
Honor Society. 
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Matthew Merzbacher 

GE Security Homeland Protection  
510/857-1176 
Matthew.Merzbacher@ge.com 

Dr.  Matthew Merzbacher has managed the Machine Vision group - 
responsible for detection and image processing algorithms - since January 
2005. He originally joined InVision Technologies (subsequently aquired by 
GE) in January 2003, where he  applied his doctoral expertise in data mining 
to  image processing and the problem of identifying and eliminating false  
positives.  He works closely with the TSL on certification and explosives 
detection and testing. Prior to joining InVision, Dr. Merzbacher was a 
distinguished visiting research scholar in Computer Science at the University 
of California, Berkeley. There, he was part of the Recovery-Oriented 
Computing group, studying software and network reliability.  Dr. 
Merzbacher also spent ten years as a collegiate computer science faculty 
member and corporate training consultant. Dr. Merzbacher has a B.S. in 
Applied Mathematics and an M.S. in Computer Science, both from Brown 
University. He has a Ph.D. in Computer Science from UCLA. His 
specializations are databases (particularly data mining), artificial 
intelligence, and computer graphics. 

Eric Miller 

Tufts University 
 (617) 627-0835 
elmiller@ece.tufts.edu 

Eric L. Miller received the S.B. in 1990, the S.M. in 1992, and the Ph.D. degree 
in 1994 all in Electrical Engineering and Computer Science at the 
Massachusetts Institute of Technology, Cambridge, MA. He is currently a 
professor in the Department of Electrical and Computer Engineering at Tufts 
University and hold an adjunct position as Professor of Computer Science at 
Tufts.  Dr. Miller's research interests include physics-based tomographic 
image formation and object characterization, inverse problems in general 
and inverse scattering in particular, regularization, statistical signal and 
imaging processing, and computational physical modeling.  This work has 
been carried out in the context of applications including medical imaging, 
nondestructive evaluation, environmental monitoring and remediation, 
landmine and unexploded ordnance remediation, and automatic target 
detection and classification.  Dr. Miller is a member of Tau Beta Pi, Phi Beta 
Kappa and Eta Kappa Nu. He received the CAREER Award from the National 

www.ece.tufts.edu/~elmiller/elmhome/ 
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Science Foundation in 1996 and the Outstanding Research Award from the 
College of Engineering at Northeastern University in 2002.  He is currently 
serving as an Associate editor for the IEEE Transactions on Geoscience and 
Remote Sensing and was in the same position at the IEEE Transactions on 
Image Processing from 1998-2002.  Dr. Miller was the co-general chair of the 
2008 IEEE International Geoscience and Remote Sensing Symposium held in 
Boston, MA. 

Rick Moore 

Massachusetts General Hospital 
rhmoore@partners.org 
508-572-9317 (cell) 

Rick Moore joined Massachusetts General Hospital (MGH) in 1974, initially 
working on radiopharmeceutical development, including the positron 
imaging of 18-F-FDG. In 1982 he embarked on developing radiology 
workstations for the hospital.Starting in 1984, he created patient-outcome 
tracking systems to measure clinical performance and then took on the 
leadership of the Breast Imaging Research laboratory at MGH with Dr. 
Daniel Kopans. Over the period of 21 years, they built a robust research 
program, co-developing many imaging and non-imaging diagnostic and 
screening systems including Digital Breast Tomosynthesis (3D 
mammography), clinical Patient Reporting Systems, the Ambulatory Cardiac 
Function monitor, the Ambulatory Renal Monitor, ultra-performing, GPU-
based MLEM parallel reconstructors and the design and clinical evaluation 
cycles for other instruments.Rick collaborates on design, development and 
analysis of devices and methods that employ biomarkers and morphology to 
detect, characterize and predict disease. He consults on data acquisition, 
database management, transmission presentation and interpretation of 
medical content. This includes managing collaboration sites, project 
coordination, technologist and physician training and supervision. Rick has 
co-authored more than 42 peer-reviewed papers, co-holds 8 patents, and 
lives with parrots. 

Robert Nishikawa 

The University of Chicago 
Voice: (773) 702-9047 

Robert M. Nishikawa received his B.Sc. in physics in 1981 and his M.Sc. and 
Ph.D. in Medical Biophysics in 1984 and 1990, respectively, all from the 
University of Toronto. He is currently an Associate Professor in the 

r-nishikawa@uchicago.edu 
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Department of Radiology and the Committee on Medical Physics at the 
University of Chicago. He is director of the Carl J. Vyborny Translational 
Laboratory for Breast Imaging Research. He is also a fellow of the American 
Association of Physicists in Medicine (AAPM). Robert M. Nishikawa’s 
principal areas of research have three intertwining themes. The first is the 
development of computer-aided diagnosis (CAD) techniques for x-ray 
imaging of the breast, in particular for digital breast tomosynthesis, full-field 
digital mammography (FFDM), and breast CT. The second is the image 
quality assessment and evaluation of imaging technologies, specifically, the 
clinical effectiveness of CAD. The evaluations include Monte Carlo modeling 
of using computer-aided detection in screening mammography, observer 
studies to understand how effectively radiologists can use computers as aids 
when interpreting mammograms, and clinical studies to directly measure 
the effectiveness of CAD. The third is the investigation of the performance of 
new breast x-ray imaging systems. These studies include the evaluation of 
new clinical systems, such as phase contrast mammography, advanced 
computed radiography detectors, and the optimization of digital breast 
tomosynthesis. 

Laura Parker 

Department of Homeland Security  

Laura Parker is the Basic Research Program Manager in the Explosives 
Division of the Science and Technology Directorate at the Department of 
Homeland Security (DHS).  She works on the Basic Research Program within 
the Explosives Division to identify critical and enabling science and 
technology (S&T) to improve S&T customer capabilities to prevent, detect, 
respond, and mitigate explosives threats.  She is also working with the two 
DHS-sponsored university-based Centers of Excellence that address 
explosive threats through fundamental research. Prior to her present 
position at DHS, Dr. Parker worked as a contractor providing technical and 
programmatic support of chemical and biological defense and explosives 
programs for various Department of Defense (DoD) offices; the Office of the 
Special Assistant for Chemical and Biological Defense and Chemical 
Demilitarization Programs in the Office of the Secretary of Defense which 
overseas the DoD chemical and biological defense programs; the Defense 
Advanced Research Project Agency; and the Defense Threat Reduction 
Agency. Dr. Parker has also worked in several DoD laboratories in the field 
of energetic materials.  She was a research chemist at the Naval Surface 
Warfare Center - Indian Head Division, Indian Head, MD and provided part-

laura.parker@dhs.gov 
Phone: 202-254-2395  
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time technical and programmatic support for the Undersea Warheads & 
Energetic Materials, Mechanics and Energy Conversion S&T Division, at the Office 
of Naval Research (ONR). She also worked at the Naval Research Laboratory in 
Washington, DC, as a National Research Council Post-doctoral Fellow where 
she investigated energetic materials under pressure. She obtained her Ph.D. 
from the Pennsylvania State University in 1997 and conducted research 
synthesizing and characterizing novel, new alkali metal – transition metal 
intermetallic compounds at high pressures and temperatures.  

John Pearson 

Siemens Corporate Research, Inc. 
(609) 734-3657 
pearson.john@siemens.com 

John Pearson leads initiatives at Siemens Corporate Research that seek to 
leverage commercial innovations for government interests. Examples 
include: video analytics for pedestrian-borne improvised explosive devices 
and critical infrastructure protection; cyber-security for the power grid; 
sensor fusion and data-mining for condition-based bridge maintenance; and 
open-architecture software platforms for multi-vendor interoperable 
imaging systems, both medical and baggage screening.  He received a PhD in 
Physics from the University of California, for research that applied the 
mathematical models of cooperative phenomena to neocortical sensory 
function. Basic research in computational neuroscience continued at 
Rockefeller University and at Sarnoff Corporation, where more applied 
topics and management responsibilities began.  With Siemens since 2002, 
Dr. Pearson leads the Government Research Program. 

Homer Pien 

Massachusetts General Hospital 
617-726-0369 
hpien@nmr.mgh.harvard.edu 

Homer Pien, PhD, is Director of the Laboratory for Medical Imaging and 
Computations in the Department of Radiology, Massachusetts General 
Hospital, and Assistant Professor, Harvard Medical School. 

Rich Radke 

Rensselaer Polytechnic Institute  
Phone: (518) 276-6483 
rjradke@ecse.rpi.edu 
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Rich Radke joined the Electrical, Computer, and Systems Engineering 
department at Rensselaer Polytechnic Institute in August, 2001, where he is 
now an Associate Professor. He has a dual B.A. degree in math and 
computational and applied math from Rice University, an M.A. in 
computational and applied math from Rice University, and M.A. and Ph.D. 
degrees in electrical engineering from Princeton University. He was an 
intern at the Mathworks, developing numerical linear algebra and signal 
processing routines. During his Ph.D. he investigated several estimation 
problems in digital video, including the efficient estimation of projective 
transformations and the synthesis of photorealistic "virtual video", in 
collaboration with IBM's Tokyo Research Laboratory.  His current research 
interests include deformable registration and segmentation of three- and 
four-dimensional biomedical volumes, machine learning for radiotherapy 
applications, distributed computer vision problems on large camera 
networks, and modeling 3D environments with visual and range imagery. At 
Rensselaer, he is associated with the NSF ERC for Subsurface Sensing and 
Imaging Systems (CenSSIS) as well as the Center for Automation 
Technologies and Systems (CATS).  He received an NSF CAREER award in 
March 2003 and is a member of the 2007 DARPA Computer Science Study 
Group. 

Carey Rappaport 

Northeastern University 
rappapor@ece.neu.edu 
(617) 373-2043 (v) 

Carey is Deputy Director for Awareness and Localization of Explosives 
Related Threats (ALERT).  He is also Associate Director of the Bernard M. 
Gordon Center for Subsurface Sensing and Imaging Systems. He has been a 
professor at Northeastern University since 1987. He received dual SBs, SM, 
and Eng from MIT in 1982 and the Ph.D. from MIT in 1987.   Professor 
Rappaport was the Principal Investigator of a $5M ARO-sponsored 
Multidisciplinary University Research Initiative in humanitarian demining, 
the lead researcher supporting Alion Science and Technology, Inc’s. $130M 
Omnibus Task Order with US Army Night Vision and the Electronic Sensors 
Directorate, as well as the Principal Investigator for a $4.9M Dept. of 
Homeland Security Advanced Spectrographic Radiation Portal Monitor for 
special radioactive materials. 

Kristofer Roe 

Smiths Detection 
kris.roe@smithsdetection.com 
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http://www.smithsdetection.com 

Dr. Kristofer Roe is currently Director, Security and Inspection Technology, 
Smiths Detection.  In this position, Dr. Roe is responsible for imaging 
technology research and development for Smiths Detection’s Security and 
Inspection business in the Americas.  In addition, Dr. Roe leads a technology 
experts group which provides technical oversight for various programs and 
efforts with the Department of Homeland Security.  Recently, Dr. Roe was 
the principal investigator of the NextGen Checked Baggage Program 
(Manhattan II) program with TSA which was awarded “Best Presentation” at 
the Gordon Research Conference (2007).   In addition to his work at Smiths 
Detection, Dr. Roe collaborates with the Electrical Engineering Department 
at the University of Delaware in developing advanced technology imaging, 
sensor, and detection techniques.  Dr. Roe earned his Ph.D., MSEE, and BSEE 
degrees from the University of Delaware. 

David Schafer 

Analogic Corporation 
978-977-3000  
dschafer@analogic.com 

Dr. Schafer is a physicist turned engineer with a physics and mathematics 
degree from Bowdoin College and an M.A and Ph.D. in physics from Rice 
University.  Dr. Schafer has worked mainly in the area of technology 
development for inspection of items with x-rays.  Items range from baggage 
to large trucks and rocket motors.  His recent work has been in the area of 
automatic detection of explosives in baggage using x-ray CT.  He currently 
leads a large team working on several programs that will bring to market the 
next generation of automatic detection security technology. 

Michael Silevitch 

Northeastern University 

Michael is co-Director of Awareness and Localization of Explosives Related 
Threats (ALERT), a Department of Homeland Security Center of Excellence 
currently in its first year of funding.  He is also Director of the Bernard M. 
Gordon Center for Subsurface Sensing and Imaging Systems, a National 
Science Foundation Engineering Research Center, and the Director of the 
Gordon Engineering Leadership Program, an innovative model for training 
engineering leaders.  He received the BSEE, MSEE, and PhD from 

msilevit@ece.neu.edu 
617-373-3033 (office) 



Algorithm Development for Security Applications Final Report 
April 2009 Workshop 

76 
 

Northeastern University in 1965, 1966, and 1971, respectively. He joined the 
faculty of Northeastern in 1972, and was appointed to the Robert D. Black 
Endowed Chair in Engineering at Northeastern in 2003. Previously he 
directed of the Center for Electromagnetics Research (an NSF Industry-
University Center) and the Center for the Enhancement of Science and 
Mathematics education (CESAME). He is an elected life fellow of the IEEE. 

Sondre Skatter 

GE Security 
510 739 2549 
sondre.skatter@ge.com 

Sondre Skatter, Ph.D., Manager Systems Engineering in the Newark office of 
GE Security, received the Diploma degree in physics from the Norwegian 
University of Science and Technology and a Ph.D. from the Norwegian 
University of Life Sciences. Sondre joined InVision in 1998 to start the 
adaptation of the CTX technology to the wood industry (WoodVision). 
Sondre later developed and tuned the data fusion system for the QRCT 
project, which was a TSA funded program to integrate CTX technology with 
Quadrupole Resonance explosive detection. After the YXLON acquisition he 
lead the data fusion efforts in the Phoenix XRD program, integrating the CTX 
9000 with the YXLON 3500. He later took on the role as technical lead and 
program manager for the same project. 

Carl Smith 

Guardian Technologies International, Inc. 
Work: (703) 481-4876 

Mr. Smith holds a Bachelor of Science from the US Naval Academy and a MS in 
Systems Management from the University of Southern California.  He joined 
Guardian Technologies in June 2005 as the Director and then Vice President of 
Operations responsible for all program management efforts.  He developed 
processes and procedures from product initiation through production and support.  
Significant efforts included: planning and implementing Quality Management 
Process that resulted in the company’s Quality Management Program 
certification to the ISO 9001: 2000 with Design Standard; responsible for all 
research and development activities for adapting explosive detection 
software to additional scanning systems; and, developed field data collection 
and test procedures for US laboratory tests and overseas field trials.  Prior to 
joining Guardian Mr. Smith was Vice President Systems Engineering Division 
for Delex Systems, Inc.  His division provided engineering, management, and 

carl.smith@guardiantechintl.com 
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financial analysis and advice to decision makers for major Department of the Navy 
acquisition programs.  These efforts supported multiple domestic (6) and 
international (26) programs.  Other positions include President and co-founder 
of CJC, Inc. and post merger, Vice President of Prometheus, and Senior Manager, 
KPMG Peat Marwick.  A Naval Aviator Mr. Smith served in various 
operational and training billets, accumulating over 3,600 hours in 9 aircraft 
models.  Mr. Smith commanded a reserve augment squadron and the Joint 
Transportation Reserve Unit supporting Commander in Chief 
Transportation Command. 

Benjamin Tsui 

Johns Hopkins University 
Tel: 443-287-4025 
E-mail: btsui1@jhmi.edu 

Benjamin M. W. Tsui, Ph.D. is currently the Director of the Division of 
Medical Imaging Physics in the Russell H. Morgan Department of Radiology 
and Radiological Science and a Professor of Radiology, Electrical and 
Computer Engineering, Environment Health Sciences and Biomedical 
Engineering at the Johns Hopkins University.  He received his B.S. degree in 
Physics from Chung Chi College, the Chinese University of Hong Kong, A.M. 
degree in Physics in 1972 from Dartmouth College and Ph.D. degree in 
Medical Physics from the University of Chicago in 1977. He joined the 
University of North Carolina at Chapel Hill (UNC-CH) in 1982 as a Research 
Associate Professor of Radiology and Biomedical Engineering and was 
promoted to tenured Professor and became the Director of the Medical 
Imaging Research Laboratory in 1991 until 2002 when he move to Johns 
Hopkins University. His research interests include imaging physics of SPECT, 
PET and CT, 4-D computer generated phantoms that realistically mimic 
human anatomy and physiology, computer simulation techniques including 
the use of Monte Carlo methods, quantitative analytical and statistical image 
reconstruction methods, image quality evaluation using model and human 
observers, cardiac and respiratory motion compensation, and preclinical 
small animal imaging instrumentation and techniques. He is the author and 
co-author of over 300 scientific papers, review articles and book chapters. 
He is a fellow of the IEEE, IOP and AIMBE and an active member of 6 other 
professional societies including AAPM, SNM, ASNC, SMRM, BMES, AMI and 
SMI. Also, he has served on the editorial board of several professional 
journals and many scientific review committees of the US government 
agencies including the NIH, DOE and DOD, US state government agencies and 
private foundations. 
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Ge Wang 

Virginia Polytechnic Institute & State University 
(540) 231-0620 
wangg@vt.edu 

Ge Wang received BE in electrical engineering from Xidian University, Xian, 
China, in 1982, MS in remote sensing from Graduate School of Academia 
Sinica, Beijing, China, in 1985, and MS and PhD in electrical and computer 
engineering from State University of New York, Buffalo, in 1991 and 1992.  
He was Instructor and Assistant Professor with Department of Electrical 
Engineering, Graduate School of Academia Sinica in 1984–1988, Instructor 
and Assistant Professor with Mallinckrodt Institute of Radiology, 
Washington University, St. Louis, MO, in 1992-1996. He was Associate 
Professor with University of Iowa from 1997-2002, and then Professor with 
Departments of Radiology, Biomedical Engineering, Mathematics, Civil 
Engineering, Electrical and Computer Engineering, and Director of the 
Center for X-Ray and Optical Tomography, University of Iowa. Currently, he 
is Director of the Biomedical Imaging Division and Samuel Reynolds 
Pritchard professor, WFU-VT School of Biomedical Engineering and Sciences 
at Virginia Polytechnic Institute and State University, Blacksburg, VA.  His 
interests include x-ray computed tomography and optical molecular 
tomography.  He and his coauthors have published over 500 journal articles 
and conference papers (h-index=26), including the first paper on 
spiral/helical cone-beam CT, the first paper on bioluminescence tomography 
and the first paper on interior tomography.  He is the founding Editor-in-
Chief for International Journal of Biomedical Imaging, and Associate Editors 
for IEEE Trans. Medical Imaging and Medical Physics. He is an IEEE Fellow, 
SPIE Fellow and an AIMBE Fellow. He is also recognized by a number of 
awards for academic achievements. 

Timothy White 

Pacific Northwest National Laboratory  
Tel: 509-376-5044  

Dr. Timothy White is Research Scientist in the Radiation Detection and 
Nuclear Sciences groups at PNNL.  Previously, Dr. White worked for 14 years 
in the Materials Characterization department at the Idaho National 
Laboratory (INL).  At the INL, he was involved in a number of digital 
radiography (DR) and computed tomography (CT) projects covering a broad 
range of applications, including: development of a field portable, fan-beam 
DR and CT system for the characterization and remediation of chemical 
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munitions; characterization and modeling of cargo x-ray scanners in order 
to generate accurate synthetic radiographs; development of lightweight, 
portable x-ray imaging systems and visualization tools for examination of 
improvised explosive devices; and the demonstration of CT techniques for 
materials characterization in hot cells. His research interests are in helical 
cone-beam x-ray tomography, three-dimensional x-ray imaging from 
limited-view data, visualization and interpretation of radiographic data, and 
applications of low-field nuclear magnetic resonance for contaminant 
detection. Dr. White received his PhD in Optical Sciences from the University 
of Arizona. 

Suriyun Whitehead 

Department of Homeland Security (Support Contractor) 
suriyun.whitehead@associates.dhs.gov 
Tel: 202.254.2349  

Suriyun is a Booz Allen Hamilton consultant who provides SETA support to 
the Explosives division of the DHS Science and Technology Directorate. He is 
focused on the Manhattan II Next Generation EDS, Whole Body Imaging, and 
Basic Research Programs into enabling technologies, common standards and 
detection requirements.  Suriyun received his Masters degree in Computer 
Systems Engineering from the University of Bristol, in the United Kingdom.  
Over the past 10 years, Suriyun has been involved in the design and 
development of large scale  systems of systems, advanced security and 
sensing systems, enterprise data management, data fusion, and related 
airport security programs. 

Horst Wittmann 

Northeastern University 

Dr. Wittmann is the Research Evaluation Advisory Panel Leader for 
Awareness and Localization of Explosives Related Threats (ALERT).  He is 
also Senior Research Development Officer in the Office of the Provost of 
Northeastern University. In 2001 he retired from the federal Senior 
Executive Service as Associate Director of the Sensors Directorate, Air Force 
Research Laboratory, Wright-Patterson Air Force Base, OH, and from his 
position as Lead US Representative at the NATO Research and Technology 
Board, Sensors and Electronics Technology Panel. Dr. Wittmann’s field of 
scientific specialization is solid-state physics; he received the B.S in 1959 
and the Ph.D. in 1964. He is a fellow of the IEEE and AAAS. 

h.wittmann@neu.edu 
617-373-3836 
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Jeremy Wolfe 

Harvard Medical School 
Phone: 617-768-8818 

Rensselaer Polytechnic Institute

wolfe@search.bwh.harvard.edu 

Jeremy Wolfe became interested in visual perception during the course of a 
summer job at Bell Labs in New Jersey after his senior year in high school. 
He graduated summa cum laude from Princeton in 1977 with a degree in 
Psychology and went on to obtain his PhD in 1981 from MIT, studying with 
Richard Held. His PhD thesis was entitled "On Binocular Single Vision". 
Wolfe remained at MIT as a lecture, assistant professor, and associate 
professor until 1991. During that period, he published papers on binocular 
rivalry, visual aftereffects, and accommodation. In the late 1980s, the focus 
of the lab shifted to visual attention. Since that time, he has published 
numerous articles on visual search and visual attention. He is, perhaps, best 
known for the development of the Guided Search theory of visual search. In 
1991, Wolfe moved to Brigham and Women's Hospital and Harvard Medical 
School where he is Professor of Ophthalmology. At present, the lab works on 
basic problems in visual attention and their application to airport security 
and medical screening issues. The lab is funded by the US National Institutes 
of Health and Department of Homeland Security. Wolfe also teaches several 
Psychology courses at MIT & Harvard. Jeremy Wolfe editor of the journal, 
Attention, Perception and Psychophysics (AP&P, formerly P&P). He is Past-
President of the Eastern Psychological Association. He won the Baker 
Memorial Prize for teaching at MIT in 1989. He is a fellow of the American 
Assoc. for the Advancement of Science, the American Psychological 
Association (Div. 3 & 6), the American Psychological Society, and a member 
of the Society for Experimental Psychologists.  

Birsen Yazici 

 
Tel:  (518) 276-2905 

Birsen Yazıcı received the B.S. degrees in electrical engineering and 
mathematics from Bogazici University, Istanbul, Turkey, in 1988, and the 
M.S. and Ph.D. degrees in mathematics and electrical engineering from 
Purdue University, West Lafayette IN, in 1990 and 1994, respectively. From 
September 1994 until 2000, she was a research engineer at the General 
Electric Company Global Research Center, Schenectady, NY. During her 
tenure in industry, she worked on radar, transportation, industrial, and 
medical imaging systems. From 1996 until 1999, she was a member of the 

yazici@ecse.rpi.edu 
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GE Research, L3 and Analogic team that developed the 3D X-ray CT explosive 
detection system for airport check-luggage. In 2001 she joined Drexel 
University as an assistant professor. In 2003, she joined Rensselaer 
Polytechnic Institute, Troy, NY, where she is currently an Associate 
Professor in the Department of Electrical, Computer, and Systems 
Engineering and in the Department of Biomedical Engineering. Her research 
interests span the areas of statistical signal processing, inverse problems in 
imaging, biomedical optics, and radar. She holds 11 U.S. patents. Dr. Yazıcı is 
the recipient of the Rensselaer Polytechnic Institute 2007 School of 
Engineering Research Excellence Award. Her work on industrial systems 
received the 2nd best paper award in 1997 given by IEEE Transactions in 
Industrial Applications. 
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21. Appendix: Homework 

This section contains the assignment and the returned homework.   
The following people returned homework. 

Name Affiliation 

Omar Al-Kofahi American Science and Engineering 
Jim Connelly L-3 Communications 
David Gerts Idaho National Laboratory 
Ted Grant Department of Homeland Security 
Grant Gullberg Lawrence Berkeley National Laboratory 
Alex Hudson Rapiscan 
David Isaacson Rensselaer Polytechnic Institute 
W. Clem Karl Boston University 
Alexander Katsevich University of Central Florida 
Patrick La Riviere University of Chicago 
Michael Lanzaro L-3 Communications 
Harry Martz Lawrence Livermore National Laboratory 
Matthew  Merzbacher GE Security 
Kris Roe Smiths Detection 
Sondre Skatter GE Security 
Ge Wang Virginia Tech 
Tim White Pacific Northwest National Laboratory 
Jeremy Wolfe Harvard Medical School 

Some of the homework assignments were modified to obfuscate authorship. 
The formatting changes were made.  

The subsection numbers do not match the order of people listed in the 
previous table; the numbers are provided for cross-referencing purposes. 

Most of the assignments were turned in before the workshop. However, at 
least one assignment was turned in after the conference. 
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21.1 Homework assignment 

All participants must provide the following information in advance of the 
workshop.  

1. Description of desirable and realistic DHS research goal(s).   
2. State of the art: listings of highly relevant, leading publications and 

patents. 
3. State of the art: who are the real experts by name, discipline, location, 

address. 
4. What are the fundamental gaps: current knowledge vs. DHS R&D goals 

vs. research state of the art 
a. Approaches to close the gaps. 
b. Assume availability of $1M, what research goal should be 

pursued to have the highest return on investment? 
i. What would be the approach? 

ii. What would be the impact on DHS? 
5. A list of people who should be notified about DHS’s request for 

information (RFI) for 3rd party algorithm development and future DHS 
funding announcements. 

Notes: 

1. Homework will not be distributed in their original form to all of the 
participants, unless permission to do so is given. 

2. Homework may be distilled and aggregated, and then distributed to all 
of the participants. 

Please indicate if 
permission is not given. 
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21.2 Homework 

21.2.1 Homework #1 

Homework Assignment: 

1. Description of desirable and realistic DHS research goal(s). 

I believe that one of the greatest issues facing explosive detection and many 
other related techniques is the complexity of the system of detection.  Much 
research has been performed in the laboratory without adequate funding 
and construction of appropriate forward and inverse problem models.  In a 
sense, a significant amount of data falls in the proverbial bit-bucket due to 
inadequate investment in high fidelity modeling of the physical process.  
Therefore, I believe that a desirable and realistic DHS research goal should 
be a reexamination of the fundamental methods used to model the physical 
processes involved in detecting threat materials using the full uncertainty 
quantification. 

2. State of the art: listings of highly relevant, leading publications and 
patents. 

In the area of data fusion: 

• G. Chen, G. Bennett, and D. Perticone, “Dual-energy X-ray radiography 
for automatic high-Z material detection.” Nuclear Instruments and 
Methods in Physics Research B

• J. E. Eberhardt, S. Rainey, R. J. Stevens, B. D. Sowerby, and J. R. Tickner, 
“Fast neutron radiography scanner for the detection of contraband in 
air cargo containers.” 

, vol. 261, 2007. 

Applied Radiation and Isotopes
• X. E. Gros, “Pixel Level NDT Data Fusion.” 

, vol. 63, 2005. 
Applications of NDT Data 

Fusion
• Y. Liu, B. D. Sowerby, and J. R. Tickner, “Comparison of neutron and 

high-energy X-ray dual-beam radiography for air cargo inspection.” 

, Kulwer Academic Publishers, 2001. 

Applied Radiation and Isotopes
• L. Liu and R. P. Yager, “Classic Works of Dempster-Shafer Theory of 

Belief Functions: An Introduction.” 

, vol. 66, 2008. 

Classic Works of Dempster-Shafer 
Theory of Belief Functions

• N. Milisavljevic and I. Bloch, “Possibilistic Versus Belief Function Fusion 
for Antipersonnel Mine Detection.” 

, Springer Publishing, 2008. 

IEEE Transactions on Geoscience 
and Remote Sensing, vol. 46, No. 5, May 2008. 
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• R. C. Runkle, et al, “Photon and neutron interrogation techniques for 
explosives detection in air cargo: a critical review.”  DRAFT, Nuclear 
Instruments and Methods in Physics Research A

• B. D. Sowerby, and J. R. Tickner, “Recent advances in fast neutron 
radiography for cargo inspection.” 

.  2009. 

Nuclear Instruments and Methods in 
Physics Research A

• R. P. Srivastrava and G. Shafer, “Belief-Function Formulas for Audit 
Risk.” 

, vol. 580, 2007. 

The Accounting Review
• R. Yager, “Decision Making under Dempster-Shafer Uncertainties.” 

, vol. 67, no. 2, 1992. 

International Journal of General Systems

3. State of the art: who are the real experts by name, discipline, location, 
address. 

, vol. 20, 1992. 

Professor X. C. Zhang, terahertz imaging, RPI, zhangxc@rpi.edu 

4. What are the fundamental gaps: current knowledge vs. DHS R&D goals 
vs. research state of the art? 

In the area of data fusion, there is a fundamental gap of how to develop basic 
probability distributions that are representative of the data being collected.  
Furthermore, because all expert systems fall prey to “garbage-in garbage-
out” fallacies, there must be significantly more understanding of the 
limitations of fed data.  This is, I believe, a gap in the current knowledge vs. 
research state of the art.  DHS R&D has not adequately addressed this need 
that I have recognized. 

a. Approaches to close the gaps. 

Two methods exist for closing the gap in probabilistic data fusion 
techniques—more experiments and more simulation.  Due to significant 
resource limitations, appropriate funding must recognize the dynamic 
tension between the two methods.  I recommend more high fidelity 
simulation (of course, I am a computational physicist).  One area of 
significant concern that needs more funding is uncertainty quantification. 

b. Assume availability of $1M, what research goals should be pursued 
to have the highest return on investment? 

I would invest $1M in developing a data fusion technique that is applicable 
across a very large variety of modalities.  I have listed several references in 
the above that could be used to support these modalities. 

i. What would be the approach? 
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Because $1M is not a significant amount of money, I would leverage some 
research at universities (~25%) and some research at the national 
laboratories or DoD research laboratories (75%). 

ii. What would be the impact on DHS? 

There would be two impacts on DHS—increased research interest in DHS’s 
R&D goals in the form of long-term investment through the universities, and 
improvements in the data fusion for current programs pursued by DHS. 

5. A list of people who should be notified about DHS’s request for 
information (RFI) for 3rd party algorithm development and future DHS 
funding announcements. 

N/A 
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21.2.2 Homework #2 

1. Description of desirable and realistic DHS research goals. 

Algorithms that reconstruct energy and position from nuclear detectors 
placed at far fields. 

2. State of the art: listings of highly relevant, leading publications and 
patents. 

• Basko R, Zeng GL, Gullberg GT: Image Reconstruction From V-
Projections Acquired by Compton Camera, U. S. Patent No. 5,841,141, 
November 24, 1998, (U-2313, U-2452), PKR 2 408. 

• Basko R, Zeng GL, Gullberg GT: Image Reconstruction for Compton 
Camera Including Spherical Harmonics, U. S. Patent No. 5,861,627, 
January 19, 1999, (U-2453), PKR 2 428. 

• Basko R, Zeng GL, Gullberg GT: Application of spherical harmonics to 
image reconstruction for the Compton camera.  Phys Med Biol

• Basko R, Zeng GL, Gullberg GT: Analytical reconstruction formula for 
one-dimensional Compton camera.  

 43:887-
894, 1998. 

IEEE Trans on Nucl Sci

• Basko R, Zeng GL, Gullberg GT: Fully three dimensional image 
reconstruction from V-projections acquired by Compton camera with 
three vertex electronic collimation.  In 

 44:1342-
1346, 1997. 

1997 IEEE Nuclear Science 
Symposium Conference Record

• Taguchi K, Zeng GL, Gullberg GT: Cone-beam image reconstruction 
using spherical harmonics. 

, Nov. 9-15, 1997, Albuquerque, New 
Mexico, pp. 1077-1081. 

Phys Med Biol
• Xu D, He Z: Gamma-ray energy-imaging integrated spectral 

deconvolution. 

 46:N127-N138, 2001.  

Nuclear Instruments and Methods in Physics Research A

3. State of the art: who are the real experts by name, discipline, location, 
address. 

 
574: 98–109, 2007. 

Kai Vetter  
kvetter@nuc.berkeley.edu 
Nuclear Engineering and Homeland Security Professor 
University of California and Lawrence Berkeley National Laboratory 
Berkeley, CA 94720 

Lucian Mihailescu 
LMihailescu@lbl.gov 
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Nuclear Detector Physics and Homeland Security 
Lawrence Berkeley National Laboratory 
Berkeley, CA 94720 

Jonathan S. Maltz 
JSMaltz@lbl.gov 
Medical Imaging and Radiation Therapy 
Siemens Medical Solutions and Lawrence Berkeley National Laboratory 
Concord, CA 94520 

Grant T. Gullberg, Ph. D 

4. What are the fundamental gaps: current knowledge vs. DHS R&D goals 
vs. research state of the art 

gtgullberg@lbl.gov 
Medical Imaging 
Lawrence Berkeley National Laboratory 
Berkeley, CA 94720  

a. Approaches to close the gaps. 
i. Improved detector design, along with that goes the 

development of new models of the physics of the image 
detection process and development of new algorithms 
for modeling the geometry and physics. 

ii. For nuclear detection, the development of list mode 
algorithms for the reconstruction of the position and the 
energy of the source. 

b. Assume availability of $1M, what research goal should be 
pursued to have the highest return on investment? 

i. What would be the approach?  

$1M is not very much money to make an impact. What one could hope for is 
the accomplishment of computer simulations to evaluate possible design 
concepts. 

ii. What would be the impact on DHS?  

The work would allow DHS narrow down the possible research avenues for 
future more extensive funding.  

5. A list of people who should be notified about DHS’s request for 
information (RFI) for 3rd party algorithm development and future DHS 
funding announcements. 

a. Kai Vetter 
b. Lucian Mihailescu 
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c. Jonathan Maltz 
d. Grant T. Gullberg 
e. Donald Gunter 
f. Randy Brill 
g. Neal Clinthorne 
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21.2.3 Homework #3 

1. Description of desirable and realistic DHS research goal(s).   

Foster enabling technologies, not incremental development. Invest in areas 
where the time frame of product opportunity is too long term to attract 
significant industry investment or interest. Invest in approaches that are not 
viable with current technology e.g. reconstruction approaches that are too 
slow for current vendors - reduce the image artifacts caused by metal and 
reduce shield alarms.  

2. State of the art: listings of highly relevant, leading publications and 
patents. 

• Peschmann et al., Automatic concealed object detection system having a 
pre-scan stage, #5,182,764, Jan. 26 1993 

• Hiraoglu et al., Multiple-stage apparatus and method for detecting 
objects in tomographic data, #6,035,014, Mar. 7 2000 

• Simanovsky et al., Apparatus and method for detecting object in 
tomography data using erosion and dilation of objects, #6,067,366, May 
23 2000. 

• Simanovsky et al., Apparatus and method for eroding objects in 
computed tomography data, #6,075,871, June 13 2000  

• Simanovsky et al., Apparatus and method for density discrimination of 
objects in computer tomography data using multiple density ranges, 
#6,078,642. June 20 2000 

• Bechwati et al., Apparatus and method for correcting object density in 
computer tomography data, #6,108,396. August 22, 2000. 

• Hiraoglus et al., Apparatus and method for detecting sheet objects in 
computer tomography data, #6,111,974. August 29, 2000. 

• Crawford et al., Apparatus and method for processing object data in 
computer tomography data using object projections, #6,345,113 B1. 
Feb 5, 2002. 

• Ying et al., Method of and system for adaptive scatter correction in 
multi-energy computed tomography, #7,136,450 B2. November 14, 
2006. 

• Crawford et al., Apparatus and method for processing objects in 
computed tomography data using object projections, #WO 00/42566. 
July 20 2000. 

3. State of the art: who are the real experts by name, discipline, location, 
address 
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Dimitrios Ioannou (DIoannou@rapiscansystems.com, inspection), Carl 
Crawford, Rick Avila (rick.avila@kitware.com, Inspection), Todd Gable 
(Todd.Gable@ge.com, Inspection, Newark, CA), Eugene Ingerman 
(Eugene.Ingerman@ge.com, Reconstruction, Newark, CA), Sammit Basu 
(Sammit.Basu@ge.com

4. What are the fundamental gaps: current knowledge vs. DHS R&D goals 
vs. research state of the art 

, Reconstruction, Newark, CA) 

Currently the incentive is for the EDS vendors to pass EDS certification. If 
there was greater incentive placed on image quality (for example medical 
imaging) better data will result. However, there must be a fundamental limit 
to the number of false alarm items of a given threat size/density. There 
should be greater incentives to further reduce the automated false alarm 
rates – for example by other complementary technologies. There is a lack of 
understanding of the effects of shields on image quality. This includes shield 
object placement and shield object size. Given the variety of machines and 
reconstruction engines it is unlikely there is a generalized result – more 
likely to be machine specific. 

Data fusion with non-orthogonal sensors (real-world technologies have 
large overlap and are not truly orthogonal). Higher resolution imaging. 
Higher quality (less artifacts) reconstruction. Iterative reconstruction 
methods. 

For a relatively modest sum of $1M, the problem must be confined in scope, 
and the investment in existing technology leveraged. For example use an 
existing hardware platform and develop only a portion of the software. 

Limited with only $1M investment. To maximize impact, confine problem to 
false alarm mitigation. This should offer the greatest return on investment. 

5. A list of people who should be notified about DHS’s request for 
information (RFI) for 3rd party algorithm development and future DHS 
funding announcements. 

a. Rick Avila [rick.avila@kitware.com
IBM Alan Eisen [

] 
eisen@us.ibm.com

b. Mercury Computers, Liz Wilcox  [
] 

lwilcox@mc.com

Notes: 

Permission not given for original form distribution.  

] 
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21.2.4 Homework #4 

Long Range Algorithm Development Workshop. 
Home Work assignment #1. 
David Isaacson 
Rensselaer Polytechnic Institute 
Permission: Yes 

1. Desirable and realistic research goals: 

    i. Develop a mathematical theory of “electromagnetic imaging” that 
determines which quantities inside a region can be uniquely determined in 
principle from boundary measurements made on a part of the surface of that 
region. The theory will cover Maxwell’s equations coupled to the Bloch 
equations.  For this reason Electrical Impedance tomography, Microwave 
imaging, Magnetic induction tomography, and Magnetic resonance imaging 
would all be special cases of this more general theory. 

    ii. Given the electromagnetic properties that can be uniquely determined 
from boundary measurements develop a theory for the design of a system to 
make the optimal measurements needed for imaging these quantities.  
Optimal measurements would be those that contain the maximum 
information about the desired interior properties that the measurement 
precision and available power limits permit. 

    iii. Develop practical reconstruction algorithms to form useful images from 
the data that could be acquired by the Electromagnetic Imaging systems 
designed in ii. 

2. Publications on Electrical Impedance Imaging, Inverse boundary value 
problems for Maxwell’s equations, Current Density Imaging, Magnetic 
Resonance EIT, Complex Geometrical Optics, Inverse Scattering theory, 
DBar Inversion methods: 

• Isaacson, D. Distinguishability of conductivities by electric current 
computed tomography. IEEE Trans. on medical Imaging MI-5(2):92-95, 
1986. 

• Isaacson, D. Process and apparatus for distinguishing conductivities by 
electric current computed tomography. United States Patent #4920490, 
April 24, 1990. 

• Gisser, D.G., D. Isaacson and J.C. Newell. Electric current computed 
tomography and eigenvalues. SIAM J. Appl. Math. 50:1623-1634, 1990. 
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• Isaacson, D., E. Somersalo and M. Cheney. A linearized inverse 
boundary-value problem for Maxwell's Equations. J. Comp. & Appl. 
Math 42:123-136, 1992. 

• Saulnier, G.J., D. G. Gisser, D. Isaacson and J.C. Newell. High-speed 
electric tomography. U.S. Patent # 5,544,662 August 13, 1996. 

• Isaacson, D., J. L. Mueller, J. C. Newell, and S. Siltanen. Imaging cardiac 
activity by the D-bar method for electrical impedance tomography. 
Physiol. Meas. 27(5):S43-S50, 2006 

• Colton, D. and R. Kress. Inverse Acoustic and Electromagnetic Scattering 
Theory. Springer, 1998. 

• Cornean, H., K.Knudsen, and S. Siltanen. Towards a d-bar reconstruction 
method for threedimensional EIT. J. Inv. Ill-Posed Problems, V. 14, N. 2, 
p111-134 (2006). 

• Kenig, C., J. Sjostrand, and G. Uhlmann, The Calderon problem with 
partial data Ann. Math. To appear. 

• Nachman, A. Reconstructions from boundary measurements, Ann. of 
Math. 128 (1988), 531-576. 

• Ola, P., L. Paivarinta and E. Somersalo. An inverse boundary value 
problem in electrodynamics. Duke Math. J. 70:617-653, 1993. 

• Ola, P. and E. Somersalo. Electromagnetic inverse problems and 
generalized Sommerfeld potentials, SIAM J. Appl. Math. Vol. 56, No. 4, 
pp1129-1145, 1996. 

• Sylvester, J. and G. Uhlmann, A global uniqueness for an inverse 
boundary value problem, Annals of Mathematics. 125 (1987), 153-169. 

• C. Park, O. Kwon, E.J. Woo, J.K. Seo. Electrical conductivity imaging using 
gradient Bz decomposition algorithm in magnetic resonance electrical 
impedance tomography (MREIT). IEEE Trans Med Imaging, Vol. 23, No. 
3, pp. 388-94, March 2004. 

• E.J. Woo and J.K. Seo. Magnetic Resonance Electrical Impedance 
Tomography (MREIT) for High-resolution Conductivity Imaging, 
Physiological Measurement, Vol. 29, pp. R1-R26, 2008. 

• Adrian Nachman, Dinghui Wang, Weijing Ma, and Michael Joy, "A Local 
Formula for Inhomogeneous Complex Conductivity as a Function of the 
RF Magnetic Field", in Proc. 15th Annu. ISMRM Int. Conf., Berlin, 2007 

3. State of the Art in impedance imaging, Magnetic Resonance EIT, inverse 
boundary value and scattering problems for Maxwell’s Equations: 

• David Isaacson, Mathematician, Rensselaer Polytechnic Institute, Troy 
NY. 
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• Gunther Uhlmann, Mathematician, University of Washington, Seattle 
WA. 

• Adrian Nachman, Mathematician, University of Toronto, Toronto 
Canada. 

• Erkki Somersalo, Mathematician, Case Western Reserve University, 
Cleveland OH. 

• David Colton, Mathematician, University of Delaware, Newark DE. 
• Jennifer Mueller, Mathematician, Colorado State University, Fort Collins 

Colo. 

4. Fundamental Problems: 

i. Which electromagnetic properties of a body’s interior can be uniquely 
determined by boundary measurements; Electrical Conductivity, Electrical 
Permittivity, Magnetic Permeability, Spin density, Relaxation times, 
Diffusion Tensor, … ? 

ii. Need Contact for EIT usually. 

iii. Need high fields for MRI usually. 

iv. Can not easily make high resolution images of the interior of bodies from 
low frequency or Microwaves usually. 

a. & b. Approaches to close the gaps and yield the highest return on 
investment: 

i. Develop a systematic and rigorous understanding of what can be uniquely 
determined inside a body from all possible electromagnetic measurements 
made outside the body. 

ii. Develop theory to enable the design of practical systems, given DHS 
constraints, which could achieve the maximum signal to noise possible. In 
other words how to design a system that could measure the data that would 
best distinguish the objects of interest inside a body from those internal 
properties that are not of interest. 

iii. Develop practical reconstruction algorithms for imaging items of interest 
using these measurements.  

The approach to solving these problems will be to use the state of the art in 
the mathematical theory of inverse boundary value and scattering problems. 
This includes direct or non-iterative methods based on the theory of 
Complex Geometrical Optics and, the D-bar inverse scattering theory, as well 
as the state of the art in Statistical Inversion methods. 
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 The potential impact of a large short term investment in the basic 
mathematical theory of inverse problems for Electromagnetic Imaging could 
have a long term pay off in the development of the theory for a new 
generation of imaging systems with increased detection sensitivity and 
specificity under a wider array of conditions then presently exist. 

5. A partial list of people who should be notified about DHS’s RFI. 

• David Isaacson, Mathematician, Rensselaer Polytechnic Institute, Troy 
NY. 

• Gunther Uhlmann, Mathematician, University of Washington, Seattle 
WA. 

• Adrian Nachman, Mathematician, University of Toronto, Toronto 
Canada. 

• Erkki Somersalo, Mathematician, Case Western Reserve University, 
Cleveland OH. 

• David Colton, Mathematician, University of Delaware, Newark DE. 
• Jennifer Mueller, Mathematician, Colorado State University, Fort Collins 

Colo. 
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21.2.5 Homework #5 

As for gaps, goals, and directions in the CT area for DHS, I believe the biggest 
thing is to move towards more unified frameworks for modeling, processing, 
and detection.  

In particular, starting from modeling what we can in the sensing process 
(sensor, object, etc) and including these models to the extent possible in the 
information extraction process. Historically, device and algorithm design 
made idealized assumptions (e.g. FBP assumptions of complete uniform, line 
integral coverage). This made sense in the context of limited computation, 
but I believe we are approaching a new paradigm where hundreds of cores 
will be common and this can enable more precise modeling and processing. 
From an algorithmic standpoint, I think we are in a position to exploit 
explicit and specific sensor models involving effects ranging from finite 
source size to energy-specific energy dependence as well as various forms of 
prior information in unified frameworks for inversion and inference. 
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21.2.6 Homework #6 

1. Highly relevant papers 

• Noo, F. , Hornegger, J. ,Lauritsch, G. ,Dennerlein, F. ,Hoppe, S.  

“A new scheme for view-dependent data differentiation in fan-beam and 
cone-beam computed tomography,” Physics in Medicine and Biology vol.52, 
no.17 (7 Sept. 2007),p.5393-414  

• Pack, J.D. , Noo, F. , Clackdoyle, R.  

“Cone-beam reconstruction using the backprojection of locally filtered 
projections,” IEEE Transactions on Medical Imaging vol.24, no.1 (Jan. 2005), 
p.70-85  

• Pack, J.D. , Noo, F.  

“Cone-beam reconstruction using 1D filtering along the projection of M-
lines,” Inverse Problems vol.21, no.3 (June 2005),p.1105-20  

• 

Analysis of an exact inversion algorithm for spiral cone-beam CT, Physics in 
Medicine and Biology vol.47, no.15 (7 Aug. 2002),p.2583-97  

Katsevich, A.  

• Katsevich, A. ,Basu, S. , Jiang Hsieh,  

“Exact filtered backprojection reconstruction for dynamic pitch helical cone 
beam computed tomography,” Physics in Medicine and Biology vol.49, no.14 
(21 July 2004),p.3089-103  

 Patents:  

• 7,477,720 (Cone-beam reconstruction using backprojection of locally 
filtered projections and X-ray CT apparatus, by Pack, Noo, Clackdoyle) 

• 7,242,749 (Methods and systems for dynamic pitch helical scanning, by 
Hsieh, Katsevich, Basu)  

• 6,804,321 (Filtered back projection (FBP) algorithm for computer 
tomography, by Katsevich)  

2. Experts: 

Michel Defrise 
Department of Nuclear Medicine,  
Vrije Universiteit, Brussels, Belgium 
e-mail: Michel.Defrise@vub.ac.be 

http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907056441/PT9712/DGref/SSFRP_2_0_63_A+_++_NOO_13/RO64/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dnoo%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22NOO+F%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907056441/PT9712/DGref/SSFRP_2_0_63_A+_++_NOO_13/RO64/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dnoo%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22HORNEGGER+J%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907056441/PT9712/DGref/SSFRP_2_0_63_A+_++_NOO_13/RO64/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dnoo%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22LAURITSCH+G%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907056441/PT9712/DGref/SSFRP_2_0_63_A+_++_NOO_13/RO64/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dnoo%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22DENNERLEIN+F%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907056441/PT9712/DGref/SSFRP_2_0_63_A+_++_NOO_13/RO64/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dnoo%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22HOPPE+S%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907056441/PT9712/DGref/SSFRP_2_0_36_A+_++_NOO_11/RO37/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dnoo%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22PACK+J+D%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907056441/PT9712/DGref/SSFRP_2_0_36_A+_++_NOO_11/RO37/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dnoo%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22NOO+F%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907056441/PT9712/DGref/SSFRP_2_0_36_A+_++_NOO_11/RO37/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dnoo%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22CLACKDOYLE+R%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907056441/PT9712/DGref/SSFRP_2_0_38_A+_++_NOO_13/RO39/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dnoo%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22PACK+J+D%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907056441/PT9712/DGref/SSFRP_2_0_38_A+_++_NOO_13/RO39/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dnoo%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22NOO+F%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907056441/PT9712/DGref/SSFRP_1_0_2_A+_++_KATSEVICH_2/RO2/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dkatsevich%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22KATSEVICH+A%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907058551/PT9718/DGref/SSFRP_1_0_4_A+_++_KATSEVICH_4/RO4/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dkatsevich%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22KATSEVICH+A%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907058551/PT9718/DGref/SSFRP_1_0_4_A+_++_KATSEVICH_4/RO4/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dkatsevich%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22BASU+S%22�
http://webluis.fcla.edu.ezproxy.lib.ucf.edu/~fclwlv3/cgi-bin/wlv3-cit.cgi/DBIC/DI907058551/PT9718/DGref/SSFRP_1_0_4_A+_++_KATSEVICH_4/RO4/RP34/FMsrchform%3dadvsrch%7cINXID1%3dk%7cTERM1%3d%7cBOOL1%3dand%7cINXID2%3dk%7cTERM2%3d%7cBOOL2%3dand%7cINXID3%3da%7cTERM3%3dkatsevich%7cnotype%3d%7ck598%3d%7ck598%3d%7csld%3d%7cdate%3d%7c/CM30/P2WWP/P1a=%22JIANG+HSIEH%22�
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area: image reconstruction in transmission and emission tomographies 

A. Katsevich 
Mathematics department, 
University of Central Florida 
Orlando, FL 32816 
Area: CT image reconstruction 

Peter Kuchment 
Mathematics Department 
Texas A&M University 
College Station, TX 77843-3368 
Voice: (979) 862-3257, FAX: (979) 862-4190 
kuchment@math.tamu.edu 
Areas: biomedical imaging, non-destructive testing, image reconstruction in 
tomography 

Fred Noo 
Department of Radiology 
The University of Utah 
Salt Lake City, Utah 84112 
e-mail: noo@ucair.med.utah.edu 
area: image reconstruction in transmission and emission tomographies 

Todd Quinto 
Robinson Professor of Mathematics 
Tufts University 
Medford, MA 02155 USA 
todd.quinto@tufts.edu 
areas: algorithms for transmission and emission tomographies as well as 
electron microscopy  

Ge Wang 
Director of Biomedical Imaging Division 
VT-WFU School of Biomedical Engineering & Sciences  
Virginia Polytechnic Institute & State University 
1880 Pratt Drive, Suite 2000, MC-0493 
Blacksburg, VA 24061, USA 
Voice: 540-231-0620, Fax: 540-231-0970 
wangg@vt.edu 
Areas: Bioluminescence/fluorescence tomography; Cone-beam x-ray CT, 
Grating-based x-ray imaging 
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21.2.7 Homework #7 

1. Description of desirable and realistic DHS research goal(s) 

• Novel and / or New Image Processing improvements (including 
perhaps new segmentation approaches) 

• New sensor fusion techniques and algorithmic approaches towards it 
• Achieving “operationally viable” liquids detection performance 

(including leaving liquids in the carry-on bag) 
• Identification and validation of new technology approaches (i.e. beyond 

current x-ray based systems, millimeter-wave, IMS systems, etc…) 

2. State of the art:  listings of highly relevant, leading publications and 
patents 

• Application of terahertz-band technology for whole body imaging, 
explosives detection, and stand-off detection 

• Application of EBEAM-based technology towards explosives detection 
(number of GE and L3 patents) 

3. State of the art:  who are the real experts by name, discipline, location, 
and address? 

• OptoSecurity:  Image Processing and Liquids Detection experts 
• Doug Boyd / TeleSecurity Sciences:  Image Reconstruction algorithms 
• RPI (terahertz-based research) 

4. What are the fundamental gaps: current knowledge vs. DHS R&D goals 
vs. research state of art 

The main gap between what DHS wants and what we’ve currently got is a 
scanning technology that is highly specific for explosives, but does not 
require physical sample collection. 

a. Approaches to close the gaps 

Invest a portion of the DHS R&D budget in exploring more unique, longer 
term concepts rather than just looking at projects that produce a system in a 
short term. 

b. Assume availability of $1M, what research goal should be pursued 
to have the highest ROI ? 

i. What would be the approach ? 
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With only $1M, you’re not going to fund very many new technology 
investigations.  It would probably be best invested in incremental 
improvement of current systems.  Looking at better segmentation 
techniques through an academic/industry team would probably be the best 
bet for ROI. 

ii. What would be the impact on DHS ? 

For CT image processing, better segmentation would result in fewer false 
alarms, lowering the operational costs of scanning operations. 

5. A list of people who should be notified about DHS’s request for 
information (RFI) for 3rd party algorithm development and future DHS 
funding announcements 

• TeleSecurity Sciences 
• Current industry incumbents (GE, L3, Smiths Rapiscan, Reveal, 

Analogic) 
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21.2.8 Homework #8 

I would rather not have this homework distributed as is, but only in 
aggregate form, since I do not wish to offend anyone I have left off the list of 
key players or references, inadvertently or otherwise.  Note that all of my 
answers will focus on CT reconstruction since that is the field I know best.  

1. Description of desirable and realistic research goals 

• Fast and accurate material identification through real time dual-energy, 
multi-energy, or photon-counting CT. 

• Order-of-magnitude acceleration of iterative reconstruction algorithms. 
I think it is not yet feasible to consider doing real time iterative 
reconstruction but it could be deployed to improve image quality on 
images requiring further review.  

• Deploying new advances in analytic CT reconstruction that allow for 
region of interest reconstruction from truncated and minimal datasets.  

2. State of the art: listings of highly relevant, leading publications and 
patents 

Dual energy CT/Spectral CT 

First a classic:  

• R. E. Alvarez and A. Macovski, “Energy-selective reconstructions in x- 
ray computerised tomography,” Phys Med Biol 21, pp. 733–744, 1976. 

One of the better papers on fully iterative reconstruction for dual energy:  

• J. A. Fessler, I. Elbakri, P. Sukovic, and N. H. Clinthorne., “Maximum- 
likelihood dual-energy tomographic image reconstruction,” in Proc. 
SPIE, 4684, pp. 38–49, 2002.  

Some recent papers of interest on photon-counting spectral CT:  

• K-edge imaging in x-ray computed tomography using multi-bin photon 
counting detectors, E Roessl, R Proksa - Physics in Medicine and 
Biology, 2007 

• On the influence of noise correlations in measurement data on basis 
image noise in dual-energylike x … E Roessl, A Ziegler, R Proksa - 
Medical Physics, 2007  

• Experimental feasibility of multi-energy photon-counting K-edge 
imaging in pre-clinical computed … - JP Schlomka, E Roessl, R 
Dorscheid, S Dill, G … - Physics in Medicine and Biology, 2008 

http://link.aip.org/link/?MPHYA6/34/959/1�
http://link.aip.org/link/?MPHYA6/34/959/1�
http://www.iop.org/EJ/article/0031-9155/53/15/002/pmb8_15_002.pdf�
http://www.iop.org/EJ/article/0031-9155/53/15/002/pmb8_15_002.pdf�
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Iterative image reconstruction 

Almost everything I know about iterative image reconstruction I have 
learned from reading and studying Jeff Fessler’s papers.  

Here are some classics: 

• I A Elbakri, J A Fessler. Segmentation-free statistical image 
reconstruction for polyenergetic X-ray computed tomography with 
experimental validation.  Phys. Med. Biol., 48(15):2543-78, Aug. 2003. 
(PubMed 12953909) 

• I A Elbakri, J A Fessler. Statistical image reconstruction for 
polyenergetic X-ray computed tomography.  IEEE Trans. Med. Imag., 
21(2):89-99, Feb. 2002. (PubMed 11929108) 

• H Erdogan, J A Fessler. Monotonic algorithms for transmission 
tomography.  IEEE Trans. Med. Imag., 18(9):801-14, Sep. 1999. 

• H Erdogan, J A Fessler. Ordered subsets algorithms for transmission 
tomography.  Phys. Med. Biol., 44(11):2835-51, Nov. 1999. 

• D F Yu, J A Fessler, E P Ficaro. Maximum likelihood transmission image 
reconstruction for overlapping transmission beams.  IEEE Trans. Med. 
Imag., 19(11):1094-1105, Nov. 2000. 

• J W Stayman, J A Fessler. Regularization for uniform spatial resolution 
properties in penalized-likelihood image reconstruction.  IEEE Trans. 
Med. Imag., 19(6):601-15, Jun. 2000. 

Analytic image reconstruction 

A few recent classics 

• Y. Zou and X. Pan: Exact image reconstruction on PI-lines from 
minimum data in helical cone-beam CT, Phys. Med. Biol., 49:941-959, 
2004. 

• Pan, X., Zou, Y., and Xia, D., “Image reconstruction in peripheral and 
central regions-of-interest and data redundancy,” Med. Phys. 32, 673–
684 (2005).  

• A. Katsevich, "Analysis of an exact inversion algorithm for spiral cone-
beam CT," Phys. Med. Biol. 47, 2583–2597 (2002). 

• F. Noo, R. Clackdoyle, and J. Pack, “A two-step Hilbert transform method 
for 2D image reconstruction,” Phys Med Biol 49, pp. 3903–3923, Sep 
2004.  

Sinogram smoothing and restoration 

http://dx.doi.org/10.1088/0031-9155/48/15/314�
http://dx.doi.org/10.1088/0031-9155/48/15/314�
http://dx.doi.org/10.1088/0031-9155/48/15/314�
http://www.ncbi.nlm.nih.gov/pubmed/12953909�
http://dx.doi.org/10.1109/42.993128�
http://dx.doi.org/10.1109/42.993128�
http://dx.doi.org/10.1109/42.993128�
http://www.ncbi.nlm.nih.gov/pubmed/11929108�
http://dx.doi.org/10.1109/42.802758�
http://dx.doi.org/10.1109/42.802758�
http://dx.doi.org/10.1109/42.802758�
http://dx.doi.org/10.1088/0031-9155/44/11/311�
http://dx.doi.org/10.1088/0031-9155/44/11/311�
http://dx.doi.org/10.1088/0031-9155/44/11/311�
http://dx.doi.org/10.1109/42.896785�
http://dx.doi.org/10.1109/42.896785�
http://dx.doi.org/10.1109/42.870666�
http://dx.doi.org/10.1109/42.870666�
http://dx.doi.org/10.1109/42.870666�
http://link.aip.org/link/?&l_creator=fthtml&l_dir=FWD&l_rel=CITES&from_key=MPHYA6000030000012003217000001&from_keyType=CVIPS&from_loc=AIP&to_j=PHMBA7&to_v=47&to_p=2583&to_loc=IOP&to_url=http%3A%2F%2Fstacks.iop.org%2F0031-9155%2F47%2F2583%3Fkey%3Daip.5caea0197a8c72408d36df2a6fb0cf66�
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One of my research directions focuses on applying penalized likelihood 
techniques in the sinogram domain for smotthing and artifact correction.  

• La Rivière, P. J., “Penalized-likelihood sinogram smoothing for low-dose 
CT,” Med. Phys., 32, pp. 1676–1683, 2005. 

• La Rivière, P. J., and Bian, J., and Vargas, P. A., “Penalized-likelihood 
sinogram restoration for computed tomography,” IEEE Trans. Med. 
Imag., 25, pp. 1022–1036, 2006.  

• T. Li, X. Li, J. Wang, J. Wen, H. Lu, J. Hsieh, and Z. Liang, “Nonlinear 
sinogram smoothing for low-dose X-ray CT,” IEEE Trans. Nucl. Sci., vol. 
51, no. 5, pp. 2505–2513, Oct. 2004.  

3. State of the art: who are the real experts by name, discipline, location, 
address 

Dual energy CT/Spectral CT 

Roland Proksa 
Philips Research Europe 
Hamburg, Germany 

Ewald Roessl 
Philips Research Europe 
Hamburg, Germany 

Marc Kachelreiss 
Institue of Medical Physics 
Erlangen, Germany 

Iterative image reconstruction 

Jeffrey Fessler 
University of Michigan 
4431 EECS Bldg., 1301 Beal Ave.  
The University of Michigan  
Ann Arbor, MI 48109-2122 
734-763-1434  

Bruno deMan 
GE - Corporate R & D 
Niskayuna, NY 
518 387 7730 

Nuclear Medicine

bruno.deman@crd.ge.com 

Johan Nuyts 
 and Medical Imaging Center, K.U.Leuven,  

http://www.kuleuven.be/nucmed/�
http://mic.uzleuven.be/MedicalImagingCenter/�
http://www.kuleuven.be/�
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U.Z. Gasthuisberg, Herestraat 49,  
B3000 Leuven Belgium  
tel: 32-16/34.37.15 

Richard Leahy 
Department of Electrical Engineering - Systems  
EEB 400C  
Hughes Aircraft Electrical Engineering Building  
3740 McClintock Ave.  
Los Angeles, CA 90089-2564  
Tel: (213) 740-4659 

Jinyi Qi 
Department of Biomedical Engineering  
University of California, Davis  
451 Health Sciences Dr.  
Genome Biomedical Sciences Facility  
University of California Davis, Ca 95616  
530-754-9687 Phone 

Analytic image reconstruction 

Xiaochuan Pan 
5841 South Maryland Avenue, MC2026  
Chicago, Illinois 60637 
773-702-1293 
xpan@uchicago.edu 

Fred Noo 
CAMT, 729 Arapeen Drive 
Salt Lake City, UT 84108-1218 
(801) phone: 581-5347 
noo@ucair.med.utah.edu 

Michel Defrise 
tel 02 650 55 13(02 477 46 11), fax 02 477 46 13, 

Campus de la Plaine
Michel.Defrise@vub.ac.be 

 
CP217, boulevard du Triomphe, 1050 Bruxelles 

Hiro Kudo 
Institute of Information Sciences and Electronics 
University of Tsukuba, Japan 

http://www.uz.kuleuven.be/�
http://www.ulb.ac.be/docs/campus/plaplan.html�
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General image reconstruction, artifact correction, implementation details 

Carl Crawford 
Csuptwo 
900 N. Bayside Drive 
Bayside, WI 53217-1911 
Cell: 414-530-0146 
Fax: 414-446-4566 

Jiang Hsieh 
GE Healthcare 

Samit Basu 
GE Security 

4. What are the fundamental gaps: current knowledge vs DHS R&D goals vs 
research state of the art 

I don’t think I can answer this question very well since I don’t have a keen 
sense of DHS R&D goals or even what is state-of-the-art in the security 
screening industry, which seem to be the fulcrum of this question. I imagine 
the workshop will provide some of this background, which will help me to 
revise this answer.  

a. Approaches to close the gaps 

Frankly I think this workshop alone will be helpful in framing the problems 
for a group of influential algorithm developers.  

b. Assume availability of $1M, what research goal should be pursued 
to have the highest ROI. 

Improved and accelerated image reconstruction algorithms for dual-energy 
and spectral CT. It seems that they key to efficient security screening will be 
material identification and that this is extremely challenging when working 
from a single energy or polychromatic illumination. Multi-energy and 
especially spectral techniques provide additional information  

i. What would be the approach? 

I am personally partial to applying maximum likelihood/penalized 
likelihood techniques in the raw data domain to solve for idealized line 
integrals that can then be reconstructed using fast analytic algorithms.  

ii. What would be the impact on DHS? 
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It would provide them with a set of fast and validated algorithms for 
deploying in multi-energy/spectral CT baggage scanners.  

5. A list of people who should be notified about DHS’s request for 
information for 3rd party algorithm development and future DHS funding 
announcements.  

• Everyone in the list of key people above, 
• Everyone who attends the ISBI meeting. 
• Everyone who attends the IEEE Medical imaging Conference 
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21.2.9 Homework #9 

1. Description of desirable and realistic DHS research goal(s). 

There should be near, mid and long term goals. The near-term R&D would 
have an impact on the ManII (both checked and carry-on) design and 
fabrication. The mid-term R&D would have impact on and focus on upgrades 
to the ManII systems in the field. The long term would be used in the next 
buy 10 yrs. from now. Given this near is within 1 yr., mid-term is 3-7 yrs. 
from now and long term is 7-9 yrs from now. 

Research is needed in CT image pre-processing, image reconstruction, 
segmentation and automatic threat detection. 

2. State of the art: listings of highly relevant, leading publications and 
patents. 

3. State of the art: who are the real experts by name, discipline, location, 
address. 

4. What are the fundamental gaps: current knowledge vs. DHS R&D goals 
vs. research state of the art 

The biggest gap is how little those outside of the current EDS vendors know 
about this problem. Another gap is how to get R&D done by universities 
without using SSI data. Many will think they have the solution but they do 
not know the problem until they get the data and try to pass cert.  

a. Approaches to close the gaps. 

If one can determine how to replicate passing cert but in a non-SSI world 
that could help bridge both of these gaps. Easier said then done. 

b. Assume availability of $1M, what research goal should be pursued 
to have the highest return on investment? 

R&D on optimum energy, spatial resolution, segmentation and ATD for the 
ManII systems. 

i. What would be the approach? 

Use modeling and some empirical results to determine if there is an 
optimum energy, investigate higher energies to overcome noise in low-
energy data. 

Determine the relationship between PD and PFA wrt MTF and SNR. 
Better methods to segment objects. 
New methods to ATD. 
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ii. What would be the impact on DHS? 

Better overall security by increased PD and lower PFA. 

5. A list of people who should be notified about DHS’s request for 
information (RFI) for 3rd party algorithm development and future DHS 
funding announcements. 
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21.2.10 Homework #10 

As for the homework, my comments have not really changed since I 
provided some feedback in January.  I am afraid that I do not really have the 
DHS-specific knowledge to to answer questions regarding topics such as 
"fundamental gaps" and DHS-specific state of the art. I would however be 
willing, after the workshop (where presumably, I would be able to get a 
better idea about DHS' needs), to provide feedback concerning how the idea, 
models and algorithms with which I am familiar from medical and 
geophysical imaging might be able to help DHS meet goals in a realistic 
manner.   One thing that you may want to discuss explicitly is personnel 
transfer. The model of training grad students who eventually go off to work 
in industry may not be the best one for DHS. It tends to be slow and 
inefficient. Perhaps alternate models may be more appropriate. Industrial 
scientists might want to spend extended time in the ivory tower where they, 
in collaboration with faculty and post docs could devote focused time on 
developing the next great thing.  

Alternatively, capturing faculty and post docs in industry for a while night 
also be of use. My personal opinion is that so long as the effort can result in 
publications (which, like it or not, is a major metric by which faculty are 
reviewed and post docs get permanent jobs) people should be willing to 
explore these types of arrangements.   If you feel that any of these comments 
would be of interest to others at the workshop, please feel free to use them 
as you see fit. 
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21.2.11 Homework #11 

1. Description of desirable DHS research goal(s)  -  goals need to be 
reasonable 

In the area of advanced algorithms, research goals might include the 
following: 

• Develop a universal listing of algorithms and the functions they provide 
in image analysis 

• Create a relational database that correlates major characteristics of 
imaging algorithms with their ability to be used across types and 
brands of systems 

• Institute a common documentation system that contains releasable 
salient features of various algorithms 

• Create a lexicon of image manipulation terms and filters to be used 
across all inspection systems 

• Provide a common platform and format for algorithm development 

2. State of the art: listings of highly relevant, leading publications and 
patents 

• L. Snidaro, I. Visentini, G.L. Foresti, “Dynamic Models for People 
Detection and Tracking,” IEEE Fifth International Conference on 
Advanced Video and Signal Based Surveillance, pp. 29-35, 2008. 

• K. Toyama, J. Krumm, B. Brumitt, and B. Meyers, “Wallflower: Principles 
and practice of background maintenance,” Proc. ICCV ’99, pp. 255–261, 
1999. 

• L. J. Latecki, X. Wen, and N. Ghubade, “Detection of changes in 
surveillance videos,” Proc. IEEE Conference on Advanced Video and 
Signal Based Surveillance, pp. 237–242, 2003. 

• I. Haritaoglu, D. Harwood, and L. S. Davis, “W4: Real-time surveillance of 
people and their activities,” IEEE Transactions on Pattern Analysis and 
Machine Intelligence, vol. 22, no. 8, pp. 809–830, 2000. 

• T. Wada and T. Matsuyama, “Multiobject behavior recognition by event 
driven selective attention method,” IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 22, no. 8, pp. 873–887, 2000. 

• Z. Kim and R. Nevatia, “Automatic description of complex buildings 
from multiple images,” Computer Vision and Image Understanding, vol. 
96, no. 1, pp. 60–95, 2004. 

• M. Goldbaum, S. Moezzi, A. Taylor, S. Chatterjee, J. Boyd, E. Hunter, and 
R. Jain, “Automated diagnosis and image understanding with object 
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extraction, object classification, and inferencing in retinal images,” IEEE 
International Conference on Image Processing, pp. 695–698. 1996. 

• A. Huertas and R. Nevatia, “Detecting changes in aerial views of man-
made structures,” Image and Vision Computing, vol. 18, no. 8, pp. 583–
596, 2000. 

• C.-Y. Fang, S.-W. Chen, and C.-S. Fuh, “Automatic change detection of 
driving environments in a vision-based driver assistance system,” IEEE 
Transactions on Neural Networks, vol. 14, no. 3, pp. 646–657, 2003. 

• A.M. Cheriyadat and R.J. Radke, “Detecting Dominant Motions in Dense 
Crowds,” IEEE Journal of Special Topics in Signal Processing, Special 
Issue on Distributed Processing in Vision Networks, vol. 2, no. 4, pp. 568-
581, 2008. 

• T. Yapo, C.V. Stewart, and R.J. Radke, “A Probabilistic Representation of 
LiDAR Range Data for Efficient 3D Object Detection,” Proceedings of the 
S3D (Search in 3D) Workshop 2008. 

3. State of the art: who are the real experts by name, discipline, location, 
address 

Badri Roysam 
Electrical, Computer, and Systems Engineering 
Rensselaer Polytechnic Institute 

Richard Radke 
Electrical, Computer, and Systems Engineering 
Rensselaer Polytechnic Institute. 

4. What are the fundamental gaps:  current knowledge vs. DHS R&D goals 
vs. research state of the art 

Currently, data generated by security inspection systems is proprietary to 
the manufacturers of these systems. The hardware and software are highly 
integrated making it hard to apply third party algorithms to security 
inspection data. In addition, the data processing algorithms used on these 
systems are well protected by their respective manufacturers, making it 
even harder to utilize third party algorithms. Ideally, data created by 
security inspection systems would have standard format allowing for a 
wider community of researchers to apply their algorithms and advance the 
state of the art. 

c. Approaches to close the gaps. 

A good way to move forward is work with vendors of inspection systems to 
make the data created by their systems available to third parties.  Also, a 
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common platform where third parties could load images from different 
vendors and apply different algorithms on them is needed. A good example 
is the NIH ImageJ software (http://rsb.info.nih.gov/ij/

d. Assume availability of $1M, what research goal should be pursued 
to have the highest return on investment? 

), which is focused on 
Medical images. ImageJ allows users to read images from different formats 
and apply different image processing algorithms on them. Vendors can 
provide their images in a standard format (e.g., TIFF or JPG), or provide a 
plug-in to ImageJ that enables it to reading that image format. Third parties, 
as well as vendors, can provide their algorithms as plug-ins to ImageJ. For 
DHS purposes, they can leverage ImageJ as is and promote it as the standard 
platform or they could sponsor developing a similar platform. 

Develop advanced operator assist algorithms for high-throughput X-ray 
personnel scanner. 

i. What would be the approach? 

For a personnel scanner, the background against which threats can be 
overlaid is the human body. While images of different people are not exactly 
the same, they have many things in common. For example, it is safe to 
assume with very high probability that images should show a pair of legs 
and a pair of arms. With this, model-based segmentation can be used to fit a 
human body model (head, arms, torso, legs, …) to the image, allowing 
context-aware anomaly detection algorithms. Based on the context, a 
metallic object around the wrist is likely to be a watch and should not alarm, 
while a metallic object on the side of a person is probably a gun or a knife 
and should alarm. 

ii. What would be the impact on DHS? 

Enable high-throughput personal scanning while addressing privacy 
concerns for people being scanned. 
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21.2.12 Homework #12 

I’m writing this in response to the Algorithm Workshop Homework 
Assignment. 

I’d like to begin with a caveat – I don’t frankly know what the DHS objectives 
are (I can imagine what they are, but I can’t say for sure what they are), and 
my viewpoints are severely influences by analogous problems I see in the 
medical domain. 

For baggage screening, I see one main objective as that of driving down false 
alarm rates while maintaining near-zero leakage rates.  I see this task as 
consisting of four topics: (i) sensor design; (ii) signal and image formation; 
(iii) pattern recognition, and (iv) computation and throughput.  From my 
observations, there are two fundamental gaps in the work that are being 
pursued – lack of vertical integration among these disciplines, and lack of 
“high information content” signal/image formation.  In the case of 
integration, the need to optimize functionality in the context of up- and 
down-stream processing is obvious.  In the case of high information content, 
the exploitation of one or two target identification features can always be 
defeated; robustness can only come from having multiple dimensions of 
independent data types in order to defeat countermeasures. 

Although it’s easy to talk about integration and optimization, the fact is that 
it’s difficult to do when all the disparate pieces are in flux.  As such, I would 
recommend a “phased program” consisting of: 

1. Phase I: demonstration target identification IOC using existing scanners.  
a. Image and signal processing – DHS has to decide whether target 

identification has a better likelihood of succeeding in the image 
domain or in the signal (i.e., non-spatially-localized) domain.  I 
am personally of the opinion that betting on the signal-domain 
path is premature at this time.  DHS also has to identify 1 or 2 
modalities – likely x-ray CT is an option.  

b. Image reconstruction free of artifacts, likely multi-spectral, 
incorporating shape, attenuation, material property, volatile 
material sampling will be needed.  From the medical perspective, 
there are a few places which excel at this – the group supporting 
GE CT systems include Charlie Bouman from Indiana and Jeff 
Fessler from Michigan; the group supporting Siemens includes 
Homer Pien of MGH and Clem Karl of Boston University.  The 
Institute of Medical Physics (University of Erlangan, with Willie 
Kalendar) has also supported Siemens, and were one of the early 
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CT physics groups to examine multi-energy.  Philips R&D has 
their own group in Hamberg, Germany.  From an artifact 
reduction perspective, the MGH-BU group is the only one we’re 
aware of.  

c. Pattern recognition must be tightly integrated with 
signal/information.  At this point the MGH-BU group has not 
performed CAD (computer aided diagnosis) on artifact-reduced 
CT data, although MGH has an active group on CAD for other 
applications (trauma, virtual colonoscopy, stroke, etc).  Some of 
the best pattern recognition activities take place at the AI Lab at 
MIT.  

d. IOC using a dataset of DHS’s prescription, without regard to 
computation time.  

5. Phase II: integration of sensor design, signal/image formation, pattern 
recognition, and computation  

a. System optimization  
b. Workflow issues (ie, passing of information from automatic 

screening to human second opinion)  
c. Computation time and acceleration.  
d. IOC at the end of Phase II.  

6. Not sure what timeline DHS is assuming, but I can see this being a 3-year 
effort, with Phase I receiving 2 yrs of funding (IOC at 18 months), and 
Phase II receiving 1-1/2 yrs of funding, beginning with the Phase I IOC.  I 
think realistically, $1M is too small to fund both phases of this suggested 
effort.  

There is one more issue that I’d like to point out.  From the medical imaging 
side, there is no doubt in my mind that the current trend of pushing for more 
detectors and more detector rows (without substantially altering the 
intrinsic size of the detectors) is an overkill.  Overspecification of the sensing 
system not only drives up cost, but also imposes undue burden on the 
processing.  Some degree of sanity from the perspective of sensing capacity 
or compressive sensing – presumably tied into Phase I above (it’s a nice-to-
have, not a requirement) – would be desirable. 
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21.2.13 Homework #13 

1. Description of desirable and realistic DHS research goal(s). 

Research into liquid threats – properties, danger, how to detect, known 
mixes  

2. State of the art: listings of highly relevant, leading publications and 
patents. 

• There are many publications – many are NOT published due to trade 
secrets 

• There are no relevant publications which we have made public at this 
time. 

3. State of the art: who are the real experts by name, discipline, location, 
address. 

Most we are aware of are invited to this meeting 

4. What are the fundamental gaps: current knowledge vs. DHS R&D goals 
vs. research state of the art 

Data regarding emerging threats 

a. Approaches to close the gaps. 

Setup data collection and research available to community 
Collaboration with International groups 

b. Assume availability of $1M, what research goal should be 
pursued to have the highest return on investment? 

See #1 above 

i. What would be the approach? 

Setup threat study and data collection facility 

ii. What would be the impact on DHS? 

• Benefits of greater access allowing more people to work on problem 
• Quicker turnaround of detection capability 

5. A list of people who should be notified about DHS’s request for 
information (RFI) for 3rd party algorithm development and future DHS 
funding announcements. 
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• Most who are interested will follow DHS and FedBizOpps 
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21.2.14 Homework #14 

1. Research Goal 

Create a legal/funding scenario where equipment providers and third 
parties are incentivized to cooperate, or at least accommodate one another. 
This would entail defining some interfaces, and creation of "sandboxes" for 
third parties to play within. The equipment manufacturer, on the other hand, 
needs to secure a domain as the sensor expert. It will be critical that the 
regulators define and enforce these interfaces. 

2. Publications 

In the field of data fusion, there is a International Journal of Information 
Fusion 

• 

3. State of the art: who are the real experts by name, discipline, location, 
address. 

http://www.elsevier.com/wps/find/journaldescription.cws_home/620
862/description#description 

Todd.gable@ge.com  
CT detection 

Matthew.merzbacher@ge.com  
CT detection 

Helmut.strecker@ge.com  
X-ray diffraction detection 

Holger.Fleckenstein@ge.com  
X-ray diffraction detection 

Chris.w.Crowley@ge.com  
NQR detection 

Kurt.bistany@ge.com 
trace detection 

Data fusion: 

DR. BELUR V. DASARATHY, Ph. D, FIEEE  

4. What are the fundamental gaps: current knowledge vs. DHS R&D goals 

fusion-consultant@ieee.org 
Editor-in-Chief, International Journal of Information Fusion 
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vs. research state of the art? 

Creating clear requirements to equipment manufacturers that allows system 
development more decoupled from the certification process. Example, 
Understanding how to develop technology with high detection performance, 
but with the flexibility  

a. Approaches to close the gaps.  

For CT, define requirements on image quality and general accuracy. Also 
define requirements to identify objects (not only threats), and extract 
physical properties (and derived features) from these. This would allow 
create an opportunity for downstream consumers of the data to work on 
algorithms, and collect data with new threats while gaining useful 
information from them. It would also give clear incentives to the equipment 
manufacturers to optimize the data quality and the interpretation of the 
sensor data to a point where the data can be useful to third parties.  

b. Assume availability of $1M, what research goals should be 
pursued to have the highest return on investment? 

I would spend the money on establishing ground rules for data formats and 
requirements. Something like DICOS, but really make sure that an adequate 
representation of the data at a meso-level is specified – between the 
sensor/image data itself, and the decision.  

The impact could be a clear spec to existing vendors that redefine the end 
deliverable. It also would open up the space for third-parties to develop 
algorithms, particularly down-stream, that is close to the decision. 
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21.2.15 Homework #15 

1. Description of desirable and realistic DHS research goal(s). 

Develop novel algorithms for security applications. 

2. State of the art: listings of highly relevant, leading publications and 
patents. 

• Ye Y, Yu H, Wei Y, Wang G: A general local reconstruction approach on a 
truncated Hilbert transform. International Journal of Biomedical 
Imaging 2007:Article ID 63634, 8 pages, 2007 

• Ye Y, Yu H, Wang G: Exact interior reconstruction with cone-beam CT. 
International Journal of Biomedical Imaging, 2008:Article ID 10693, 5 
pages, 2008 

• Yu H, Ye Y, Wang G: Interior reconstruction using the truncated Hilbert 
transform via singular value decomposition. Journal of X-ray Sciences 
and Technology 16:243-251, 2008 

• Yu HY, Wang G: Compressive sensing based interior tomography. To 
appear in International Journal of Biomedical Imaging, 2009 

• Wang G, Yu H, Ye YB: General VOI/ROI reconstruction methods and 
systems using a truncated Hilbert transform. Virginia Tech Patent 
Disclosure (May 15, 2007), Provisional Patent Application, 2007 

3. State of the art: who are the real experts by name, discipline, location, 
address. 

Dr. Yu Zou 
Toshiba Medical Research Institute USA, Inc.  
706 N. Deerpath Drive 
Vernon Hill, IL 60061, USA 
Phone: 847-793-4564 
Fax: 847-793-0345 
Email: yzou@tmriusa.com 

Dr. Bruno De Man 
CT Systems and Applications Laboratory 
GE Global Research Center  (KW-C1307) 
1 Research Circle, Niskayuna, NY 12309 
Tel : (518) 387-7730 
Fax : (518) 387-5975 
Email : deman@research.ge.com 
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4. What are the fundamental gaps: current knowledge vs. DHS R&D goals 
vs. research state of the art  

a. Approaches to close the gaps. 

Interior tomography, compressive sampling, statistical reconstruction 
techniques 

b. Assume availability of $1M, what research goal should be 
pursued to have the highest return on investment? 

Develop the above mentioned new methods etc. 

i. What would be the approach? 

Interior tomography, compressive sampling, statistical reconstruction 
techniques 

ii. What would be the impact on DHS? 

More flexible imaging system capabilities at less dose, less data and higher 
quality 

5. A list of people who should be notified about DHS's request for 
information (RFI) for 3rd party algorithm development and future DHS 
funding announcements. 

See the answer to Item 3. 
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21.2.16 Homework #16 

Remembering the human in the loop 

Jeremy M Wolfe,  
Brigham & Women’s Hospital / Harvard Medical School 

Preamble 

My response to the ‘homework assignment’ will be a bit different. I will 
assume the existence / development of clever threat detection algorithms 
and I will assume that those algorithms are not clever enough to eliminate 
the need for a human in the loop. I will focus on the human.  

Desirable and realistic DHS research goal(s): 

Computer aided detection (CAD) systems are increasingly deployed as aids 
in complex search tasks from the airport to the radiology suite. CAD systems 
can be quite sensitive, but they are not able to replace human observers. A 
set of choices has to be made when imperfect human observers use 
imperfect CAD systems. Current choices may or may not be optimal. We 
simply do not know because there is inadequate applied research and 
virtually no basic research in this area. Many required experiments cannot 
be done in the field for reasons of time, cost, and/or risk. It would be 
desirable and realistic to create a process for testing CAD choices in the lab 
so as to inform deployment of CAD in the field. Experience in the field then 
drives the next set of lab studies. 

A brief example 

Imagine a CAD system with a respectable d’ of 2.6. At a neutral criterion this 
would mark 90% of all targets and just 10% of candidate non-targets. Now 
suppose that there are an average of 10 possible regions/objects that could 
be marked on each image. Imagine a run of 10,000 bags. If the target 
prevalence is 50%, the run will contain 5000 threats, of which the system 
will mark 90%, or 4500 targets. However, there are also 95,000 candidate 
non-targets, of which 10%, or 9500, will be marked. The validity of each CAD 
mark will be 4500/(9500 + 4500), or 32.1%, which is not bad. But suppose 
that targets are present on just 1% of cases (as it might be at the airport, 
even with test threats added). This run contains only 100 threats, of which 
90 will be marked, along with 9990 non-targets. Now the validity 
(90/(9990+90)) is only .9%. Little is known about human response to 
signals of such low validity. 
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Closing the gap 

A modest proposal: To speed the loop between basic human research and 
applications in the field, establish small lab at a major airport. Connect it 
with an established academic lab. Fund this with one postdoctoral level 
person, perhaps a research assistant, a percentage of the academic PI’s 
effort, and some funds for the running of the lab. Critically, fund one 
screener FTE. The goal would be to have a steady stream of screeners 
rotating through for 1-2 hr experiments. No screener would be “assigned” to 
the lab. Screeners would just be assigned to the lab for a shift the way they 
might be sent to Terminal A checked baggage. The budgeted addition of a 
screener FTE means that the airport wouldn’t be shorthanded. This would 
enable a novel combination of lab and field studies. 

Forging connections 

DHS should also be working to facilitate research linkages between industry, 
academia, and the airport. Industry is going to develop new machines & 
algorithms. Evaluation of  the human/machine interaction should be done 
by labs with an interest in the fundamental science and without an interest 
in specific machines. This research needs to be done in consultation with 
people at the airport who need to make this work in the field. 

State of the art 

I am discussing human cognition/behavior rather than the CAD algorithm 
literature. There are a host of relevant researchers and many possible 
literatures. I will spare you a list here but will be happy to respond to 
questions about specific people and topics. 
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21.2.17 Homework #17 

1. Desirable and realistic goals 

I think that an outstanding question is how do we enable / optimize the 
processing of information at existing checkpoints / chokepoints and 
checkpoints of the future?  Not necessarily image processing, or automated 
detection, but presentation of the information/data to the decision maker.  
An ultimate goal for screening systems is the development of automated 
algorithms for anomaly / threat detection.  In my opinion, our ability to do 
fully automated detection has been oversold, and, in some sense, 
underestimates the ability of a human observer to make complicated 
connections between disparate data types.  So, I think that an important 
question is, how do we present data in a more intuitive fashion to an 
observer, or a group of observers?  (“intuitive” is probably a poor choice of 
words.) 

Take the most common checkpoint – checked bags at the airport.  There are 
separate people who: 

• check my ID against my ticket; 
• watch me through the metal detector (and recheck my ticket); 
• examine the radiographs of my bags and shoes; 
• frisk me when I fail the metal detector; 
• swipe my bag for trace explosives. 

I am not privy to the full ConOps of the checkpoint, but my guess is that this 
data is independently evaluated (the metal detector kicks me to the frisker, 
and the radiography may send me to trace, so it could be modeled it as a 
primary/secondary scenario).  Short of the neural net that brings all these 
data streams together (and automatically finds the threat), does it make 
sense to examine how we present all this data to a single observer, or 
perhaps share the data between multiple observers?  For instance, often the 
x-ray-system operator will appear confused and call over another operator 
to help review – it seems like there is an argument here for a shared 
workspace that can display these data streams to multiple observers. 

(which perhaps raises issues of privacy – does the operator of the x-ray 
system need to know that I am going to the beach; I think that we are 
avoiding those issues here.) 

It also seems like this is a common problem across disciplines – many are 
swamped with data and could use better tools for visualization. 
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2. State of the art (pubs) 

• An example of data fusion (correlated neutron and x-ray radiography 
for explosives detection): Y. Liu, B.D. Sowerby, J.R. Tickner, Applied 
Radiation and Isotopes, 66(4) (2008) 463 472. 

• Dual/multiple-energy CT, R.E. Alvarez, A. Macovski, Physics in Medicine 
and Biology, 21(5) (1976) 733 744. 

• Z. Ying, R. Naidu, C.R. Crawford, Journal of X-ray Science and 
Technology, 14 (2006) 235 256. 

• Image-domain material decomposition using photon-counting CT, K. 
Taguchi, M. Zhang, E.C. Frey, J. Xu, W.P. Segars, B. Tsui, Proc. Of SPIE, 
VOl. 6510, 651008, (2007). 

• Beam hardening artefacts in computed tomography with photon 
counting, charge integrating and energy weighting detectors: a 
simulation study, P.M. Shikhaliev, Phys. Med. Biol., 50 (2005). 

3. State of the art (people) 

It seems like the x-ray CT community is well represented at the workshop.  
Is there a strong PET presence – seems like that is where the iterative 
reconstruction information will come from. 

I recently saw a talk from Jake Koloejchick (http://www.gdviz.com/ 
infocentricity.html

4.  Fundamental gaps 

) on information-centric collaborative tools.  The tools 
that they develop are not directly applicable to checkpoint security 
problems, but their approach of information sharing among a small group of 
decision makers is worth examining 

If Zeff and ρ are the only discriminate for x-ray imaging, do we improve the 
detector system (coarse spectroscopy capability at high count rates) and 
develop algorithms to take advantage of the additional information, or do we 
continue to tweak the present dual-energy algorithms? 

Are we at the point that we need better image processing (segmentation, 
assignment, visualization of 3D data) or do we need better reconstruction 
tools (in the absence of improved source/detector technology). 

My million dollars: 

On the x-ray side, I would spend my money on algorithms to optimally use 
additional energy information (bremstrahlung source with a detector that 
has coarse energy resolution) under the assumption that the detector 
technology will be here (soon?). 
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Visualization of 3D data (even multiple projections from a radiography 
system) and visualization of disparate data types – tools to aid the end user 

i. Close the gaps 
ii. If I had a million dollars 

5. People to notify 

mm-Wave: Doug McMakin (doug.mcmakin@pnl.gov) 

data fusion: Kris Jarman (kristin.jarman@pnl.gov) 

explosives screening: Philip Bingham (binghampr@onrl.gov) 

CT reconstruction: Fred Noo (noo@ucair.med.utah.edu) 
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21.2.18 Homework #18 

The Playground 

There was a lot of talk about developing a “playground” or “challenge 
problems” to engage academic researchers without having vendors give 
away the farm, or DHS lose the deterrence advantage.  This is a tricky 
problem, but there are probably some potential solutions: 

if the “toys” in the “playground” consisted of simulation data, then the data 
would have to include sufficient real-world effects (e.g., Compton scatter) 
and scanner-specific geometry and electronics information (e.g., limited 
dynamic range, finite pixel sizes) in order to test the ability to discriminate 
threat from benign material.  This may require scanner-specific simulation 
capabilities, or at least good models of detector response (decouple the 
object and detector interactions); it is unlikely that the vendors have put 
much effort into this or that they would be willing to share specific 
information with a large community.  (as an alternative, see 4) 

The “toys” could consist of real data from a (or multiple) vendor’s 
scanner(s).  But at what level of processing would these data be provided?  
Raw sinograms would require sharing of system specific information to 
make the data useful.  Processed images limits what the community can do 
with the data.  Obviously one cannot contribute to reconstruction code if 
that part of the processing has already been performed; there was talk that 
some of the material identification or image segmentation may be 
performed on the raw data, or as part of the reconstruction process, sharing 
of only the reconstructed data may be limiting.  For instance, iterative 
reconstruction on dual-energy data would require access to sinograms 
(perhaps corrected sinograms, which potentially could eliminate vendor-
specific information).  

The toys could be just a set of images (this is a subset of the point above).  
This data has been collected and archived (according to LLNL), but is not yet 
available for our consumption.  This allows segmentation / identification 
games to be played (which I think still represent a significant challenge). 

Or maybe there are not really any toys, but a set of games – this is the 
challenge-problem scenario.  Can problems be set up that are sufficiently 
ambiguous to be distanced from classification issues and yet be close enough 
to real-world problems to allow advances to be made.  For example, a set of 
parameters could be: 



Algorithm Development for Security Applications Final Report 
April 2009 Workshop 

127 
 

• Discriminate material of density 1.8g/cm3 and Zeff of 7.44 in a sea of 
materials of varying densities and Zeff’s (these would need to be 
specified) 

• Specification of the object dimensions (the whole object and the threat 
– this can stay away from classification issues?) 

• Bremstrahlung radiation with endpoint energy of XXkVp (and YYkVp 
for the dual-energy case) – probably need to specify the total number of 
photons to set a noise threshold 

• Specify detector material, thickness, pitch, and source/detector 
geometry – these do not have to mimic a real system; my guess is that 
they are all pretty close and a nominal value could be used) 

• Specify the dynamic range (or digitization) of the detector – is a 
discussion about which effects – digitization and detection-chain noise 
or object physical effects like Compton scatter -- are a bigger hindrance 
to material outside the bounds of what the vendors would like to 
divulge? It is this type of info that could be shared with the academics to 
know how much fidelity to put in the forward-problem model, or mre 
generally, where to focus the fidelity of the simulation of the fwd 
problem. 

This game would probably result in different simulations of the forward 
problem as well as reconstruction/analysis routines; if done properly, then 
the forward simulations could be shared (e.g., test Researcher A’s 
reconstruction on Researcher B’s simulated projections, and the reverse).  
This puts the full onus of the work on the academics and only requires the 
vendors and DHS set up the problem (in a way that can be worked on by the 
community). 

The toys could consist of a equipment similar to deployed systems (without 
all the bells and whistles) – maybe a prototype system from a vendor that is 
a few generations old.  This would allow data to be collected (perhaps 
slowly, but that is not a concern here) on real items, would allow full 
characterization of a system that does not get too close to giving away 
secrets, and allow access to any level of processed data.  Experiments on this 
system may not help a vendor on a specific problem, but could address 
general problems that could be exported to specific systems. 

Both 5 and 6 point toward the need for some standard objects that can be 
modeled and built for testing.  These are possibly different than the 
standards used to qualify systems, and are maybe reconfigurable (for the 
“come to the meeting and we will give you a new test object to simulate and 
reconstruct” challenge-problem scenario). 
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It seems that the default alternative would be to have individual vendors 
contract with individual researchers.  Which leads to … 

Getting The Word Out 

For whatever reason, there seems to be a disconnection between the 
academic world and the vendor world in the arena of security-screening 
applications.  It would seem that one function of the ALERT COE would be to 
be the repository of a database of researchers and what they work on 
(maybe an archive of publications) that the vendor community could draw 
on for help or collaboration on proposal calls. 

At the very least, it would seem that a role for the COE would be to take the 
responses to the recent algorithms RFI and act as a match maker – hook up 
the academic folks (who probably proposed medical-imaging algorithms and 
did not show preliminary data for baggage) with the proper vendor folks to 
answer the proposal call when it comes out.  There should be some way to 
use the RFI response to start the connection process.  The default response 
from DHS – your proposal failed – seems inadequate in this case; the 
purpose of the RFI should be to hook people up. 

Open Source? 

The “open source” or “open architecture” model that is often mentioned 
seems to have some holes.  The medical model that I think is correct is that 
the medical-device manufacturers use algorithms and processing techniques 
that are developed by university researchers.  This is very different than a 
model in which third parties develop algorithms that can be used on any 
machine (because the data from all the machines is in some “open source” 
format and is thus accessible).  Processing routines are often – perhaps 
always – intimately tied to physical device (engineering) characteristics, 
information that the manufacturers really do not want to share with anyone 
(much less their competitors).  I think that the way that the collaborative 
process works in the medical-imaging community is:  

a. Company A sees that Reseacher 1 is working on a general 
problem (or a specific problem for a generic piece of hardware) 

i. What is the best geometry for detection of cirrhosis in 
planar emission radiography? 

ii. How can I create a more efficient reconstruction 
algorithm for the detection of microcalcifications in 
mammography? 

The connection is made possible because 
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• There are clinical and research scanners that researchers have access to 
all over the country (world) 

• But usually they only have access to the final image, not the 
preprocessed data.  This is important. 

• The research is done using NIH (or similar) funding.  This is important, 
too. 

• The researchers publish their results.  There are a lot of medical-
imaging journals. 

So how does the transfer happen? 

Company A goes to Researcher 1 and asks if they would help develop an 
algorithm for use in their scanner.  NDAs ensue, and these often end up in 
long-term collaborations (or slave labor), funds going directly from 
Company A to the researcher (and the grad students do the work) 

Company A reads the paper and develops their own algorithm based on the 
research (the researchers already got “credit” for publishing and often only 
really want to see their work used) 

Researcher 1’s institute protects the algorithm and Company A needs to 
license it in order to use it (I think that this is only recently becoming 
common, and a source of complaint at this meeting) 

The point is that there is no “open architecture” system in the sense that 
everyone knows what everyone else’s data looks like, and academics write 
programs that “plug and play” in any scanning system.  If an academic 
develops (publishes) a sooper-hootie algorithm that changes the game, then 
all the vendors will implement it (or a variant).  

How is the security-scanning world different? 

There is less access to scanners by researchers.  There are a lot fewer 
security CT scanners (EDS) than there are medical CT systems (although it is 
probably the case that there are a lot more CT scans of baggage than of 
people), and the security scanners are not in “academic” environments. 

There is a security / classification element.  There are no secrecy issues 
regarding the size of the smallest tumor that can be detected by Company 
A’s scanner.  How do you tell a researcher that you need to do a better job 
detecting something when you do not tell them what the something is, or 
what the current system limitation is (this is not an impossible problem to 
overcome, but it is a difference and a limitation)  
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There is a different metric of “quality”.  Security scanners are qualified (and 
thus allowed to be purchased, allowed to exist) if they can prove that they 
can detect something in some maximum amount of time with some 
acceptable false-positive rate.  There is no such qualification process in 
medical imaging (that I can think of; maybe the FDA sets limits on that kind 
of thing for stuff like pregnancy tests). 

If you can hit the rate, you are done.  Is there any incentive to improve?  If 
you can scan faster than Company A, maybe you will sell more machines.  
How will you prove a lower false-alarm rate? 

The probability of occurrence of an event is much lower than the medical 
case.  The probability of a tumor is low; the occurrence of explosives 
approaches 0.  On the other hand, the probability of banned items in carry-
on baggage is probably much higher than tumor incidence is in the medical 
case. 

As a corollary, the diversity of items in both density and spatial frequency 
(heterogeneity) is much higher for the security application than for the 
medical application 

It seems like the “industrial” CT inverse problem is fundamentally different 
from the medical problem in the sense that industrial / security objects have 
defined boundaries, whereas in the medical case we are often trying to 
discern small differences in density for objects that  have blurry boundaries, 
or tendrils.  (Someone more clever than me can work the true meaning of 
“artifact” in here.)  It seems that projection data from objects with distinct 
boundaries offer a new challenge for CT reconstruction, and for explosives 
detection (objects in a relatively unique spot in the density-Zeff plane), a 
chance to incorporate some unique a-priori information.  My guess is that 
this is a place where the academics / national labs would love to play. 
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21.2.19 Homework #19 

Workshop Homework 

Ted Grant 
OK to distribute 

1. Description of desirable and realistic DHS research goal(s). 
a. Carry-on Bag Automatic Detection: 

Algorithms to reliably detect weapons, explosives and all prohibited items in 
carry-on bags.  Note, although this is very challenging due to the wide array 
of possible prohibited items, saving graces are the availability of multiple 
views from AT machines, in some cases dual-energy images allowing 
characterization of materials, and perhaps most importantly the 
acceptability of high false alarm rates.   

I suspect that for automatic detection in carry-on bags, a good approach 
would be to pattern-match on the items to be detected.   

b. Similar algorithms for detecting weapons and explosives on 
people using Whole Body Imagers.   

Again, although challenging, in the case of people, the saving grace here is 
the relative lack of clutter, images should consist of people's bodies alone.   

In the case of personnel scanning, I suspect the approach would be to 
pattern-match on the body as "normal", and to look for anomalies.   

2. State of the art: listings of highly relevant, leading publications and 
patents. 

3. State of the art: who are the real experts by name, discipline, location, 
address. 

4. What are the fundamental gaps: current knowledge vs. DHS R&D goals 
vs. research state of the art.  

a. Approaches to close the gaps. 
b. Assume availability of $1M, what research goal should be 

pursued to have the highest return on investment? 
i. What would be the approach? 

ii. What would be the impact on DHS? 
6. A list of people who should be notified about DHS’s request for 

information (RFI) for 3rd party algorithm development and future DHS 
funding announcements. 
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I was contacted by the gentleman below, who represents a group that does 
anomaly detection for quality control in the semiconductor industry.   

Jay Rathert  
Sr. Director  
Business Development  
KLA-Tencor  
408-875-5675 (w)  
408-930-9452 (c)  
804-779-3423 (h)  
jay.rathert@kla-tencor.com 
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21.2.20 Homework #20 

Existing explosive detection machines that pass EDS certification have 
widely differing image quality (resolution, artifact corrections, signal to 
noise ratio). If the intent is to improve the state of the art and underlying 
technology of explosive threat detection, the existing ‘challenge project’, EDS 
certification, does not provide sufficient motivation/direction to innovate 
the technology. 

From the discussions at the ALERT algorithm symposium, it is clear that 
new, up to date ‘challenge problems’ need to be presented to the community 
to improve specific and useful areas of the technology that can be directly 
linked to specific measurable performance improvement (e.g. signal to 
noise). In this way a third party does not have to create a full EDS solution 
and pass certification to show their improvement. 

Setting tighter detection and false alarm targets will motivate technology 
improvement but requires a full solution which is not practical for 3rd party 
participants. Instead goals need to be set that stretch the participants in 
smaller, but technically valuable areas. Once a number of these technology 
areas have been improved, the results can be put together and a more 
innovative, full performance solution will result that meets improved 
detection standards.  

The important part is to create meaningful challenge projects that create the 
building blocks of the final improved technology solution. 

(Improved sensor/hardware) + (improved reconstruction algorithm) + 
(improved detection algorithm) + (improved user interface) = improved full 
solution  

Challenge projects 

• Hold baggage screening 
• Improved sensor/hardware: “CT sensor with 1mm isotropic voxel 

resolution” 
• Improved sensor/hardware: “Sensor that can distinguish between 

maple syrup and Explosives” 
• Improved sensor/hardware: “Re-registration for sensor fusion. Identify 

the 3D spatial position of a target object within a bag for re-scanning 
based on a 3D volumetric CT data set. Account for bag rotation, flipping 
and movement of items inside the bag.”   
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• Improved reconstruction algorithm: “Reconstruct data of a 
100x100x2mm delrin sheet placed in 27 orientations within the 
imaging tunnel. Reconstruct the density to within 90% of the actual 
value for all orientations.”  

• Improved reconstruction algorithm: “Reconstruction algorithm that 
reconstructs data at the highest resolution with the minimum artifacts 
and the most accurate density in the presence of metal objects.” 

• Improved detection algorithm: “Segment a 100x100x2mm delrin sheet 
placed in 27 orientations within the imaging tunnel. Recover 90% of the 
actual mass for all orientations.” 

• Improved detection algorithm: “Liquid threat: Identify liquids and 
classify the contents into threat / benign for volumes in excess of 
100cc.” 

• Improved user interface: “Present 3D data to the operator with image 
controls that allow the high-resolution OSARP to be applied with an 
average decision time of 10s” 

Multi-view HBS and checkpoint 

• Improved sensor/hardware: “Re-registration for sensor fusion. Identify 
the 3D spatial position of a target object within a bag for re-scanning 
based on 2 x 2D line scan images. Account for bag rotation, flipping and 
movement of items inside the bag.”   

• Improved sensor/hardware: “Confirmation sensor that can generate a 
unique signature from the contents of a liquid >100cc in volume that is 
contained within a bag” 

• Improved reconstruction algorithm: “Reconstruct sparse data set 
comprising of multiple 2D linescan images. Generate limited data 
reconstruction that permits overlapping objects to be separated”  

• Improved reconstruction algorithm: “Reconstruct sparse data set 
comprising of multiple 2D linescan images. Recover density if a chosen 
object better than 60% average density accuracy.” 

• Improved detection algorithm: “Identify sheet-like objects from 
multiple 2D images of a bag containing a 100x100x2mm delrin sheet 
placed in one of different 27 orientations. Arbitrate objects across the 
multiple images, and distinguish from non-threat clutter.” 

• Improved detection algorithm: “Liquid threat: Identify liquids 
contained within bags using multi-view 2D data. Classify the contents 
into threat / benign for volumes in excess of 100cc.” 

• Improved user interface: “Present 2D data to the operator with image 
controls that allow the OSARP to be applied with an average decision 
time of 4s” 
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Whole body Imaging 

• Improved reconstruction algorithm: “Generate 3D image of a person 
from multiple walk-by images. Eliminate motion artifacts form moving 
arms and legs” 

• Improved detection algorithm: “Identify molded threats that are 
concealed behind clothing and contoured to the human form”  

• Improved user interface: “Present concealed threat data to the operator 
with image controls that allow threat/non-threat identification with an 
average decision time of 4s” 
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22. Appendix: Meeting Minutes 

22.1 Harry Martz Minutes 

Micheal Silovich-NEU 

Long range fundamental science 

Next 10 yrs.; be a sense of a community.  

A report to put forth our ideas on where the COE will be going, what are the 
curtting edge ideas to go forward and put rsources on these ideas. 

Academic and industrial opportunities go after funding together than 
separate. 

Suriyun Whitehead Booz Allen-DHS support 

Mike S. says add collaboration to the Competition, …outreach bottom line VG 

NEMA make it easy to share data to get better performance. Carl this is the 
goal for the standard formats… 

Richard Bijjani asked is the conference about image recon or ATD or both 
algorithms? 

MS All the above algorithms. 

Homor Pien Harvard asked are the requirements well defined? SW answers 
yes they are. 

MS let’s start from scratch and create a clean approach 

Ben Tsui we found out that more is needed to know about the up front 
image processor…it depends on what hou are looking for and the algorithms 
that are required to do it. The liquid problem is a clar example of this 
presence of liqs. vs. threat in liquid vs. non-threat. 

Carl Crawford csuptwo 

John Pearson Siemens By algorithms do you mean computational processing 
to improve screening? CC said yes and more. 

The cost of predictive value is zero, Suriyun mentioned there may not be any 
now but there is the possibility…in this case the cost is very high. 
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There are two D’s in this field Detection or Deterence, which is more 
important? 

Kris Roe Asked are big companies left out of the Algo RFI? John Pearson 
form Siemens said the big companies need to make it easier for the small 
companies and universities to get involved…mentioned NEMA DICOS… 

Sondre Scatter GE said that the small vs. big companies is misleading and 
that all should and are involved… 

HEM: LLNL 3rd parties are those not in the business today not small vs. big… 

Strategies and implementation issues came up…the devil is in the 
details…Carl said this is off the table Mike Lonza said that this is an issue and 
the vendor are concerned how the gov’t plans to go forward. 

Carl Smith Guardian: DO both medical and security. When they were 
working on a medical problem the medical standard diod not have all the 
data in their standard. What is sent to the monitor for the screener vs. what 
ATD needs is quite different. This needs to be in the standard. 

VG17 Integrated and Fused bullets are the same thing… 

VG20 Add Your obligation is to TALK… 

Jason Martin Passenger Screening Program 

Useful to show images (clutter, attenuation, threat not threats) to help 
define the problem. 

Reduce the number of bins required by divestiture…the opposite of exempt 
liquid rule. 

Ben Hsui Asked what is the sensitivity level? Is it at the level you want. JM: 
No we want more, there is room for improvement. 

Ben Tsui what is the Strategy? 

Matthew Merzbacher GE 

Robert Nishikawa: IHE Integrated Hospital Enterprise DICOM does not 
necessarily work but IHE will make sure this happens. 

MM: Said they do not do detection they decide it is not a threat. 

David Schafer  GE 
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Threat Object Insertion, TIP … 

HEM: Future conference like this: 

Define the problem find explosives in people and luggage 

• What are the hoops to get certified? 
• Image not needed for CERT? 

• What happens after you are certified. 
• FAT, SAT, overtime 
• OSARP 

HEM: It is good to hear from the current EDS vendors, but what about the 
new comers like Smiths, Rapiscan RTT, Surescan, etc. Have 3rd parties talk as 
well…Of the check point talks no one currently in the field with carry-on (S-
D or Rapiscan) gave a talk on TRX and AT…also no one from WBI or trace 
talked. 

Ben Tsui wants you (Carl) to say statistical not iterative :o) Method is more 
than an algorithm…C. Bouman said he calls it model based image 
reconstruction.  

Alex Kat.: Asked if there are partial volume issues with full CT? DS said yes 
and Carl added the aggregation issue. Jim Connolly said that this also has 
issues with artifact reduction as well. 

Sondre Skatter GE 

Ben Tsui Asked if one looks beyond detection to identification/classification. 
The recon image for each is quite different. 

It was mentioned that you need training data, validation data and evaluation 
data… 

Medical conf. (France) Where they have a contest to get data and get good 
results… 

HEM: NIST grand challenge…for the grand challenge data what data do the 
community want, calibrations, threats, non-threats, etc… 

Clem: For image recon need good characterization of the sensor… 

HEM: To have open discussions you need people to talk for 30-50% time and 
allow time for discussions… 

Richard Bijjani Reveal 
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Ricahrd was one of the first to say that the explosives are small and hard to 
find…separation of the IEDs into components then assembled elsewhere. 

HEM For Carry-on would one lower threat amount and add all alarms below 
threat together to show a real threat assembled later. 

Operator is sometimes the weak link…they do image processing very 
well…however they can become prejiduced.  

Very good position statement at end of Richard’s talk… 

John Pearson Siemens 

Human factors Improving Visual Performance…People can do a better job 
than human vision algorithms…how do we keep them at their peak 
performance? 

Human factors aka Human Machine Inteface and Cognitive Engineering. 

Points made: 

• Targets and non-targets ARE SIMILAR 
• Non-targets ARE NOT SIMILAR 
• Targets are SCARCE 

Measure clutter automatically and inform the operator with a border 
proportional to clutter… 

Said there is a big difference between medical images and bags 
images…HEM: Yes good point, pathology may be more appropriate than the 
normal chest x-ray image data analysis.  

DARPA is doing studies on how to speed up training. 

MRI image quality using full matrix, GRAPPA and mSENSE… change in 
quality rating to JND… 

SOME VERY INTERESTING IDEAS IN THIS TALK ! 

RSDT method to speed up human visualization…Split an image up into many 
little images and flash them to the humans changes the results for the 
better… 

Break out sessions… 

Algos session 
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David Gerts: INL: One idea was that the future system should be able to 
adjust energy to scan different size bags…do not limit ourselves to the 
current hardware technology. 

Ron Kikinis: What is the algorithm objective? Is it long term or near term. 

Robert Nish. You want someone to team up with people who know the 
problem. 

David Castanon: There was little discussion on the gaps more on what is 
being done today. Internship at the vendors and the national labs… 

CC Vendor: Can you use the help of industry?  

Jim C, L3 You have to remember the time lien of a grad student is longer than 
a product cycle. Yes If the gov’t pays for the university internship at vendor 
sites.  

Mike Silovich: ID gaps and then say what number of fellowships are 
required. 

Jim C, L3: Said his biggest gap is segmentation. They believe the key to their 
success is image segmentation. 

HEM note: Should lay out a flow diagram and then list gaps in ach area in the 
process flow. 

Gerts: Brought up the Baysian priors issue of threats and non-threats. 

Ron K. Can you clear objects as opposed to detect bombs… 
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Day Two – Friday,  April 24, 2009 

Matthew Clark DHS COE lead 

W. Clem Karl BU for David Schafer Algorithms 

A good summary overview 

John Beaty two models 

1. Academia and vendors work with NDAs 
2. Work with LLNL  
3. Work LLNL, Vendor and academia 

Discussions of attending conferences and advertising…perhaps…this will 
happen if you start to do longer term R&D… 

Michael Ell. Said that someone like ALERT should keep track of 
papers/reports and likes a database for this would be useful. 

Create a set of standards especially object models and radiography 
models…start with object models to be the real world dictionary… 

Richard’s bag set of false alarm bags could be made available including data 
already acquired and could be run through new scanners…they are DHS 
bags and they have been scanned at Tyndall on Medical CT, CT-80 and some 
AT maybe… 

Sondre Scatter Automatic Algorithms 

Gaps 

• Need truth images 
• Standardization of the image formats as output rom sensors 
• 3rd parties would need to embed grad students 
• CT segmentation could be done w/o getting into SSI… 

Richard said that what industry says is a problem, is a vulnerability and thus 
is classified  

David Castonon plug and play into a challenge problem…how do hyou 
intergrate the different R&D advances as the vendors current do this… 

Ted Grant – Transitional Research S&T 
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Need to transition technologies in 3-5 yrs. Ted’s management reports to Jim 
Tuttle. 

Need automatic threat detection at airports in the next few years. The TRXs 
are on their way out. The stimulus package will be replaced with FY09 funds

Richard Bijjani – Emerging technologies 

. 
WBI’s are also going to be deployed—looking automatic clearing algorithms 
to replace the humans. The benchmark is to do as well as people are doing 
now. 

TSA pays ~$2B per yr. for TSOs at airports. 

Ho w do you bring new technologies into the field? 

Laid out a nice strategy that included an exit strategy. 

Matthew Clark Perhaps it could be like an SBIR model…phase 1&2 academia 
and phase 3 industry. 

Try a venture capitalist model…academia talk about ideas on what they are 
working on… 

Kris Roe: Vendors want to have a say in this process.  IDed 3-4 key 
areas…could be conferences or workshops in special areas. 

Msuptwo: Industry as COTR, an overview role. Also mentioned reliability 
and encryption of the data sets and their transfer… 

Mike Lonzaro, L3 What and how? 

Kris Roe Dou’s talk what more longer term R&D and less of the spiral 
development. Enticement is the TSA buys. 

David Isaacson – RPI An example of an emerging technology 

A mathematician… 

Proposed an EM imaging system…high risk R&D… 

John Pearson – Siemens Surveillance and Human Factors 

Just notable differences—JND  

Bob Nishikawa – Univ. of Chicago: Discussed the prevalence report. 
Radiologists ignored 70% of the CAD marked regions…not sure 
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why…radiologists do not like new technologies you need to prove that the 
new technology works… 

If you reduce false positives and the prevalence is low then it likes you are 
doing nothing. The use of prevalence did not seem to help the radiologists. 

The DHS problem with a false negative…the penalty is a lot of false positive 

Overall A GREAT Workshop… 

Grant is combining models, recon, segmentation. 

Patrick la Riviere: Said that having the big play box may not work, believes 
that small groups with industry is better. Simulations may be the best place 
to start and then with the real data need to work more closely with vendors. 
May be able to help  

CC Asked for a list of references from all attendees. 

Carl Smith: Appreciates the help working with vendors. Hardware is 
deployed for quite sometime and be able to make current data out there 
better… 

Erik: Has worked with industry and knows what it takes to educate 
students. Educating PHD students is not a way to transfer technology. 
Student internships are very useful. 

John Beaty: The dialogue has been the most valuable portion of this meeting. 
The sharing of information has been so valuable. Likes the idea of the play 
ground with some clear guideleines, no contracts no NDAs a free for all 
academic ideas and students. NDA stifles communicates between academics 
and the flowering of ideas are stifiled…nable real academic discussions on 
the problems. 

Tim White INL: Would like to have access to a library of images for 
researchers. Likes the play ground idea. Simulating the data is problematic, 
the Zeff and u’s are hard to model the data is in the noise…have done MCNP 
modeling but it takes a really long time…data is the most valuable. A test bed 
CT scanner w/o all the bells and whistles that can be used to get calibratrin 
data and data on what ever you want…HEM This is Tyndall. CC: Harry Martz 
CT company at LLNL. 

Homer P. Can have good and poor simulators. We have modeled the Siemens 
CT medical scanners. These models have been used to design new CT 
scanners and they have been used to devlop recon and data reduction algos. 
CC: Should fund a modeling of the CT systems. 
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Ge Wang: Have a positive impression tat the medical work Ge does will have 
applications to the DHS problem area. Key issues funding and partnerships. 
Get more than just the attenuation coefficient and add the 
refractive/diffractive components as well.  

SW Thanks for coming. I learned a lot. It is clear that academia needs to 
better understand how to work together. The idea of a playground is a great 
place to start.  

Laura Palmer: Works closely with the COE. Doug and Laura’s agenda is to 
develop a basic R&D plan forward. Need to look into the vendor, academic 
and government partnerships. 

MS: How do we inspire the next generation of young people…find the 
explosive in the suitcase, like US first robotic competitions for High 
schools…can we do this for DHS? We have created the beginning of a think 
tank. Meet everything 3-4 months and really become a community…to do 
this we need to meet regularly talk and build things together. 

Think about the follow on workshop in mid August. 
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22.2 Mariah Nóbrega and Amy Lehrmitt Minutes 

DHS Objectives – Suriyun Whitehead 

CC: Not everyone knows about the RFI/BAA. 

RB: Could we specify between image reconstruction and threat detection 
algorithms? 

SW: Well they do have some complimentarity and overlap, or tradeoff.   

EM: They are directly related. 

SW: We’d like to gather as much information as possible in image 
reconstruction.  And thus narrow down data in threat detection. 

CC: What about the people behind the threat?  What I’m asking is, is there a 
real threat right now? 

SW: Right now, the checkpoint is definitely a focus. 

GG: How much should we be concerned with sensitivity and specificity? 

SW: We have a lot of this data.  Threats change and the current equipment 
has been used for a while now.  But this is not entirely about the technology.  
We must consider the systems and the human factors as well.  We have to 
consider everything.  Behavior detection, for example. 

HP: How well-defined are our requirements from a checkpoint perspective?  
For example, chemicals? 

SW: It’s defining the state-of-the-art. 

MS: Really, we’re working with a clean slate approach. 

BT: It’s most important right now to understand the imaging process.  More 
about the system needs to be said. 

Workshop goals, deliverables, and process – Carl Crawford 

JP: Are you defining algorithms as computer processing to improve 
screening?  Is this the definition we want? 

CC: For now, this is the definition.  Overall, of course it’s more general than 
that. 
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SW: So are there threats?  We must be aware that even if there is just ONE 
threat, the impact of that threat could potentially be huge.  Constraints are 
different between medical and travelling cargo and other objects. 

CC: Yes, so which is more important: detection or deterrent?  These are 
things we must keep in mind. 

KR: I’d like more discussion on RFI.  Does anyone have any advice? 

JP: Big companies supply software infrastructure for small companies.  Note 
that the RFI deadline is being extended. 

MBS: This is a catalyst to put partnerships together.  For now, assume that 
the government will find a way to get it funded. 

SS: So in terms of big companies and little companies, we also have to 
remember that third parties could be big. 

CC: People other than these can get into the process too.  We don’t have to 
assign them these adjectives. 

HM: In terms of the third party, most of these people are not in business 
with us currently.  So how do we attract them? 

--: What expectations does the government have? 

HM: Look at the reconstruction results.  These are things that are certified by 
the government to be sold.  Can they partner with academia on this? 

CC: All of these are admissible.  Not necessarily transportable. 

--: The medical market is mature, but we are evolving.  How does the 
ecosystem of the medical community look? 

CC: Collaborations have been formed.  More information is needed upon 
evolution in terms of hierarchy and stages. 

CS: A medical reader only uses parts of the information gathered. 

BT: There is also a difference to be noted between reconstruction algorithms 
(which are mainly mathematical) and reconstruction method (which 
combines the algorithm with more things).   

Overview – Jason Martin 

CC: Who pays the vendor? 
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JM: PSP. 

SW: But to be clear, the process is S&T has R&D objective, TSL certifies, and 
TSA buys it. 

CC: Are you networked today? 

JM: Some are, most are standalone. 

CC: So it would be better to be networked. 

AH: Where are we on the pendulum? 

JM: Back and forth. 

ML: Do you see any opportunities without improving technology? 

KR: Would you open up equipment on STP to allow vendor communication 
rather then just authorized communication? 

JM: Yes. 

ME: How many scanners? 

JM: 2325 by 2014. 

GG: But it’s not that many. 

ME: But they’re scanning every 2-5 seconds. 

CC: Hundreds of millions of incidents. 

JM: We’re also looking at not just us but foreign governments, CBP… 

GG: Is there a data storage aspect? 

JM: There are privacy concerns. 

SW: We do studies in laps/airports to see the prevalence rates. But it’s too 
much data to handle.  But we will be making data sets available for 
researchers. 

JM: Whole body imaging has mid to high 90%.  So convenience is a factor. 

SW: There was a regular v whole body imaging choice, and people opted for 
the faster line. 

Conversation about CAPS 
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ML: Is there a different algorithm to run on people? 

CC: It’s in lace in Israel.  But there’s a FA rate that’s higher and goes slower. 

ME: CBP using stress detectors to detect drugs/currency. 

HM: Ethnic groups have higher cancer rates, is that accounted for? 

HP: For cardiovascular disease, yes. 

AH: Is reduction in cost important? 

JM: It’s not the most important thing, but it’s a consideration.  In the 
beginning, we weren’t under FAR but now we are. 

AH: Are your staff costs larger than equipment? 

JM: Not for me, but I don’t pay for TSOS.  I have about twenty on staff. 

BT: What is your sensitivity? 

JM: There is room for improvement. 

CC: Specificity for checked baggage is at 80%. 

BT: Other modalities used in BC: where are they in baggage screening?  Also, 
how do you deal with radiation dose? 

DI: Are there whole body imagers with ionizing radioation? 

OAK: Yes, in Phoenix. 

Overview – Matthew Merzbacher 

MBS: We should take advantage of synergy between corporate health care 
and GE. 

MM: If people come to us, we can establish these partnerships. 

SW: IHE (Integrated Hospital Enterprises) is part of DiCoast (sp?) 

--: We must also differentiate screening (typically when asymptomatic) from 
diagnostic (asking the “what is it?” question) 

--: The point of screening is to get rid of people without problems from the 
picture. 

--: Why would all this information (eg, age) be included? 
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--: It’s a way to exclude and trim parameters. 

MM: Security can help medicine here. 

CC: What are the problems? 

MM: We don’t have the details currently.  Typically, they are fieldability 
issues. 

MBS: What modality? 

MM: Millimeter wave. 

MBS: Not nearfield imaging? 

MM: No. 

MBS: What frequency? 

--: 94 gigahertz, passive. 

MBS: Are you looking at edges?  Or metallic content? 

MM: Mainly separability.  Edges, distribution of pixels, etc. 

MBS: I wonder if you can see it well enough with millimeter wave. 

CC: Does GE need help? 

MM: Always.  We need to knock down the false positives and percentages. 

D:  How do you present the images? 

BT: Is this dual energy? 

MM: We’re not there yet.  It’s single.  We’re using density.  We’re wanting to 
work on false positives at this time. 

--: You haven’t implemented dual energy. Why? 

MM: Detection algorithm uses a scanner that was mono-energy. 

--: It is computing? 

MM: It’s cost. It’s coming though. 

Reconstruction – David Schafer 
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--It’s a geometric approximation of the real object.  Basically, if you took 
cone beam data and ignored the cone beam.  The sliced plane in tilted to 
approximate the data.  It’s fast but approximate, so there are inherent errors. 

CC: Is this sufficient for images? 

DS: They’re certified. 

--: What exactly makes a certified scanner? 

DS: There are standards for the automatic detection part of check baggage.  
These standards include determination of certain explosives, false alarm 
rates, and throughput.  It’s a human-out-of-the-loop device.  There are 
thresholds for all those things that you have to pass to pass the test.  You 
don’t even need an imaging system for that.  You have to be able to give the 
operator something.  The image has to highlight the real threat. 

RM: Lower than medical? 

DS: Yes.  Doses are lower.  Objects are bigger.  Typically, millimeter in all 
dimensions would be common.  The image here is a nylon phantom. 

DS: Objects are not well-known ahead of time, unlike those in the human 
body.  Scatter rejection algorithms will benefit. 

--: Backscatter is 2-D? 

DS: Yes, this is 2-D. 

--: This is active.  Don’t know the areas of opportunities for reconstruction. 

DS: The target problem is cost and volume of data.  Threats change with time 
and could be smaller than detection size.  When detecting and connecting 
things together, algorithms may not present them as separate objects. 

--: We need wider boundaries on parts of the same object. 

Automatic Threat Detection – Sondre Skatter 

CC: What are special cases? 

SS: Spectral configuration that the algorithm misses.  Like a blindspot. 

CC: So you have to know what the machine is doing? 

BT: You need to have sample data.  With TSA, you have that standard object 
for a ROC curve. 
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CC: Some exist and some do not. 

SS: It’s very resource-intensive. 

CC: Is it better to fix algorithms and have better construction or get better 
detection? 

BT: Detection and identification.  There are several levels. 

CC: This is binary.  It’s threat versus no threat. 

BT: Resolution is better for identification.  It just depends on what you want 
to do. 

HM: From optimization, it’s useful to understand the certification test. 

CC: So third parties couldn’t play in the physical knowledge area? 

SS: It would be hard. 

DS: It seems you would have to be in that box WITH a vendor. 

BT: Method has an algorithm.  If you want improvement, you need 
knowledge of the sensor. 

MBS: With model-based reconstruction, you know the background model. 

--: I disagree.  You model would accurately predict. 

--: Model is anything to help you predict the behavior.  It doesn’t have to be 
so sophisticated.  Simple ones can give plenty of sophisticated information.  
Incorporation of the model can use iterative algorithms or not. 

BY: But what kind of model? 

CC: There is the need to satisfy the customer. 

MBS: The military does this a lot.  Medical too.  Can we come up with 
specimen training to compare?  Can we create a “gold standard” to create a 
valid comparison for benchmarking? 

MM: It’s expensive and rare. 

CC: DHS has this is mind and has data sets in process. 

EM: That would be very good.  It would create a reference point. 
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CK: Formed image chips were available, but not great.  Later they released 
raw phase images, which made a huge difference.  The challenge is it’s not 
enough.  You need good characterization of the sensor. 

Emerging Technology – Richard Bijjani 

CC: Do x-rays detect explosives? 

 Are these images typical? 

--: The point is, you need data, problems, and money. 

Surveillance and Human Factors – John Pearson 

SS: So threats don’t happen often enough to be able to detect them? 

JW: If you don’t find it often, you often don’t find it. 

MM: Is clutter index for the whole bag? 

JP: Yes. 

MM: Did you track this over time? 

JP: We haven’t looked at that.  It’s still preliminary/ 

CC: How do you get better operators from the clutter algorithm? 

DAC: Is J&D primarily 2-D? 

JP: It’s 2-D static and 2-D video. 
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Day Two – Friday, April 24, 2009 

CC wants presentations by next Wednesday. 

Reconstruction – Clem Karl 

CC: The limitation is the different modalities. 

CK: Discussion was mainly on CT reconstruction.  We didn’t really mention 
millimeter wave. 

MBS: Multisensor or joint inversion would be a fundamental strategy.  One 
sensor can’t do it all. 

CK: Well, as I said, we focused on CT, but there are certainly possibilities 
there. 

MBS: The more a priori information, the better. 

--: Physics-based inversion is becoming a larger issue. 

CC: If automatic threat detection mimics what a human does, you should still 
optimize for human display. 

MM: And emphasize distinctions the human can’t detect. 

CK: It’s not clear when you’re designing the scanner what will be best. 

JW: You wouldn’t present raw numbers to the human.  It would be 
something he could process. 

CC: Your system model—the vendors have to participate.  Are they willing? 

CK: There’s a middle path. DOD had the same problem. 

MBS: There were journal publications showing progress. 

CK: DOD put out channel projects.  The government created the target. 

--: They’ve also not done well with data release and support. 

KR: Often, time/market pressure is the problem with vendor relations. 

JB: We have two models: 1) contractual model of where things work – a non 
disclosure agreement, etc. 2) best final outcomes provided.  This is more 
fruitful.  It shows what their model can provide to commercial industry. 
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BT: In the beginning stage, system modeling helps.  In the second, you’re 
going to do that in real life.  And in the third, you have the company you 
want to work with. 

CB: Great specificity is missing here.  What can be used?  Is there potential 
for scatter to differentiate materials? 

--: You can use coherent scattering. 

SS: You can have a separate sensor. 

CC: Conferences are typically recommended.  Would you recommend, for 
example, IEEE meetings? 

CK: They’re good if there’s money in it.  The other thing is research.  You 
need a broader base of involvement. 

--: It’s great to have a central suppository.  A database.  Always send the link. 

--: The technology for that is RSS. 

--: ALERT should be at the center of this.  With some filter. 

MBS: Do national labs have simulations of these scenarios for the 
underpinnings of a playground? 

HM: We don’t have object models, but we have radiographic models. 

MBS: This could be a vehicle for working together.  Create these simulations 
to get this valuable artificial data. 

MC: There’s a difference between a playground or forum and something that 
would cost money.  Do we have that?  If not, we do.  You can have a 
workgroup go in there and play around.  The money thing is a different 
question. 

DAC: I don’t like the idea of simulation.  In my experience, they don’t get 
used. 

CK: It’s more controlled. 

DAC: What would you change? 

CK: With a challenge scenario, get some data sets, and share the data sets, 
not the simulation. 

--: What about the model? 
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CK: Absolutely. 

--: Could we have model and image standards? 

HM: Simulations only bring you so far, but then you get to the real data. 

CK: I wouldn’t stop at simulation either. 

CB: This would allow play with new sets of geometry. 

CK: It’s a process, not an end result.  There’s a dialogue.  You get feedback 
and do a second round. 

--: I’d like some short-term wins.  Most benefit would be a two-prong 
approach. 

MM: They could even be small problems. 

--: Like dropping the false alarm rate. 

JB: The long-term goal is research.  Right now, you need to the dialogue. 

RB: We have bags we scan for finding false alarms. 

--: Is there a well-known CT for reference? 

Automated threat detection and fusion – Sondre Skatter 

RN: DOD database is a well-defined scene.  This is different.  Targets aren’t 
well-defined.  You need expertise and understanding of how the image is 
acquired and what is acquired. 

--: I still recommend sensing targets for shape. 

SS: You don’t want to be too biased. 

RB: Real problem is you have to share your vulnerability with academia.  
And this is highly classified. 

DAC: 1) Almost no data is released without authorization. 2) Almost no 
vendor releases data. 

RB: With regionization, the challenge is how do we get them that data? 

JB:  Fundamental science is the density-z problem. 

Classification discussion 
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--: If you want it, you have to figure out a way to release it.  There is a forum 
that will do that. 

SS: Stream of commerce is the biggest problem.  It’s less sensitive. 

MBS: The gaps are 1) technical (wishlists of what we’d like) and 2) logistical 
(how do we play together without compromising security?). 

CC: I expected more about technical gaps.  We want examples of what can 
help to get funding. 

--: There was segmentation. 

CC: What is the return on that project? 

--: Reducing the false positive rate by a percentage. 

CC: Could metric come up? 

--: There would have to be work done. And industry involvement to find 
examples of segmentation problems. 

DAC: The grand challenge is targeting technologies. 

TG: Problems are the need for automated detection.  TRX is on the way out.  
It’s being replaced with AT machines.  The other problem is whole body 
imagers.  What we want is automatic clearing of nonthreats. 

JW: What is the benchmark for a clear?  Are threats going to get through? 

TG: Benchmark is the same level as humans now. 

JW: Same or different kinds of errors? 

TG: First off, do no harm.  The hardware may not be purchased for at least 
five years. 

MBS: If you gave us the interface, is this valuable? 

TG: Absolutely.  But I’m not able to do that.  We need to dovetail these things.  
I’m focused too short-term.  Hopefully ALERT can support this. 

MBS: Developing data sets could be a deliverable.  Can you support that? 

TG: Sure. 

SW: I’m focused on the long-term.  Which would be basic research. 



Algorithm Development for Security Applications Final Report 
April 2009 Workshop 

157 
 

MC: You’re talking about access to expertise.  It will provide access point for 
short-term needs. 

MBS: Yes, it would serve both short and long term. 

TG: There is no general outline.  There is a shift going on right now from 
short to long term. 

Emerging Technologies – Richard Bijjani 

MC: So, an SBIR model? 

RB: Phase two becomes industry. 

MC: That’s usually phase three. 

KR: Vendors like being involved when there’s a problem.  It guarantees 
research goes in the right direction. 

MM: Industry is the tech advisor early in the process, and transitions into 
the procurer later on. 

M-: The question is what and how. 

LP: We addressed vendor point of view of short term, and academic 
technology for five years out.  The interplay of how to get them to work 
together came out more then emerging technology. 

KR: Were they any? 

RB: What does this mean to academia? 

CC: What are the incentives? 

RB: Allowing high risk R&D.  The incentive is procurement.  That’s the 
money. 

Surveillance and Human Factors – John Pearson 

RM: Is the J&D model extendable in this direction? 

JP: It could be. 

MM: Is it better to have screeners specialized in different things to divert 
them to specialists or otherwise? 
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JW: We don’t have an answer with screeners.  In radiology, there is a role for 
expertise.  It’s trickier in this realm.  The most interesting task is finding 
some threat first. 

CC: Can you clear a portion of a bag?  EDS is looking for detection, not 
automatic clearing. 

JP: Then you could apply that to the reader so they can only look at the 
questionable part. 

MBS: If you don’t trust the machine, you’re not going to use it. 

JP: Currently, data is lacking. 

MBS: We need data sets for these algorithms. 

M-: What’s better with a human in the loop?  Greater detection or lower false 
alarm? 

--: That depends on your second system. 

--: Well, assume it’s the human. 

--: The first one then. 

M-: Industry has moved to lower pd and lower false alarm.  It gets rid of the 
need for humans. 

CC: Automated threat detection costs $x/yr.  If the system is better, you save 
money. 

BT: There are two tiers: screens, which has bad specificity, and secondary, 
which is more expensive.  Is this worth it? 

CC: Whole body imaging is another emerging technology. 

Panel Discussion: David Castañón 

MBS: I couldn’t agree more about the sandbox. 

CC: How big?  The point of this workshop is to make the sandbox smaller. 

DAC: It would be a different model that would help people.  For example, to 
bring a thz imager in. 

CC: More meat on the definition of the playground. 

DAC: Not enough time right now.  We’ll discuss this later. 
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Panel Discussion: Mike Lanzaro 

Time frame: 1 -> 10 -> 15 yrs 

Roadmap difficult to build without going into more details on problem 
technologies. 

DHS/S&T are facilitators in roadmap to align industry and academia. 

CC: What do you mean “if we were all aligned”? 

ML: We had feedback that trace was viable but when we had something to 
go on, there was no interest. 

JC: We had this happen where someone wanted something and then when 
we came back six months later, they didn’t mention it again. 

CC: But the point is that S&T wants transformational.  They want to know 
what you can do. 

JC: But we want to know shorter term.  Eg, is the most immediate need to 
take off shoes?  What about more long-term, concrete examples? 

DG: I hope the roadmap narrows the scope. 

JC: Certification standards.  Standards 1, 2, and 3 in Europe. 

The level of standards was very clear.  Eg, “I need to stop doing shoes by…” 

Panel Discussion: Michael Ellenbogan 

ME: We have people tell us that TSI is interested; it’s their job to be 
interested.  If there’s no mandate to do it, there’s not enough interest.  
Follow the mandates.  Follow the money.  Roadmap: bad guys have a 
roadmap too and the two don’t track.  The roadmap is only valid until a 45 
degree attack. 

More people, more quickly, more securely: everyone has different opinions 
about which is most important. 

Shocked we don’t know whether 90/20 or 40/1 is better. 

If you’ve seen one airport, you’ve seen one airport.  There are 429 airports; 
32 layouts. 

Database of capabilities 
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MBS: DHS might have fewer lanes than there are CT machines but the 
hospitals aren’t direct funding agents. 

CC: How do you figure out where the 5% is? 

ME: It’s hard. [example of NQR]  You need to evaluate the sensors.  It can’t 
fry the electronics. 

KR: To find out the 5%, talk to us and hear the lessons learned. 

CC: Are you willing to talk about the problems with scanners? 

ME: We can’t talk about what it can’t do.  We talk about challenges facing the 
industry. 

Discussion Panel: Harry Martz 

--: Quality testing is done with humans in the loop. 

SW: System to system technology is definitely a strong focus to DHS.  We 
have datasets for whole body imaging on a variety of systems at Sandia. 

Closing Comments 

KR: This has been very valuable.  We have many similar technologies and 
problems.  And we partner with third parties and academia and would be 
happy to partner with new relations. 

BT: How do we participate in this industry with industrial partners?  We 
primarily image humans and are interested in full body scanning if 
applicable. 

GG: We’d love to pull all this into one algorithm.  Seems more possible in the 
medical field. 

PLR: Still dubious of playground model.  Individual academies working with 
individual companies would make more progress on the imaging front.  
We’re just reluctant to reveal that information, in my experience.  There’s 
room to work on simulation at first.  It would help if there were some real 
parameters. 

CC: Could you provide a bibliography? 

PLR: Yes. 
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CS: Short term focus is how to get information that you want out of sensors.  
Management of data is something ALERT and the government can have a 
role in. 

CC: Could you bypass to work directly with academia? 

CS: We work with both research and vendors. 

EM: The playground is good for grad studies.  May migrate ideas into 
industry.  Would require collaboration or creative exchanges.  Educating phd 
students is not the way to do this tech transfer. 

JB: Dialogue has been valuable.  The playground: I believe in it.  It should be 
a general implementation description.  No contract.  Page needs open 
dialogue with general intellectual discussion.  This will help all vendors and 
get the most important thing: students. 

TW: We should have a library of data to show off the problem.  The 
playground is a great concept but simulating data is a problem.  Have a 
testbed that is well-characterized can generate real data with simulated 
threats. 

HP: 1) Playground: You can build a good or bad simulator.  Ours is a good CT 
scanner.  2) It takes time to get used to new domains. 

SW: The questions are: how do we work together?  How do we get the data?  
Etc.  The idea of the playground is a great place to start.  Siemens is building 
a simulation. 

LP: 1) We want to develop a structure for ~5 years in the future.  These 
workshops help.  2) Academia-industry-government collaboration needs 
more insight. 

MBS: Another question: How do we inspire the next generation to be 
engaged in this field?  An idea is a video game like a stimulant.  Can DHS 
sponsor competitions that would inspire students?  That’s another adjunct 
of our playground.  Here, we’ve put together a think tank.  We should meet 
every three to four months and become a community to share ideas and 
build things together.  We will write up this report for follow up. 
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23. Appendix: Presentation Slides 

The slides from the presentations are attached according to the following 
table.14

Session/Talk 

 

Speaker Notes 

DHS Objectives for Workshop Suriyun 
Whitehead 

 

Workshop goals, deliverables 
and process 

Carl Crawford  

Overview of Integrated Check 
Point Algorithms: Issues of 
today and tomorrow 

Matthew 
Merzbacher 

 

Reconstruction: State of the 
Art and Issues 

David Schafer  

Automated threat detection 
and fusion: State of the Art 
and Issues 

Sondre 
Skatter 

 

Emerging technologies: State 
of the Art and Issues 

Richard 
Bijjani 

 

Surveillance and human 
factors: State of the Art and 
Issues 

 
John Pearson 

Overview and breakout 
summaries combined. 

Instructions for breakout 
sessions 

Carl Crawford  

Reconstruction: Gap analysis 
and technology roadmaps 

David Schafer  

Automated threat detection 
and fusion: Gap analysis and 
technology roadmap 

Sondre 
Skatter 

 

Emerging technologies: Gap 
analysis and technology 
roadmap 

Richard 
Bijjani 

 

Surveillance and human 
factors: Gap analysis and 
technology roadmap 

John Pearson Overview and breakout 
summaries combined. 

                                                                 

14 Michael Silevitch, Jason Martin, Daniel Kopans and Jeremy Wolfe also gave 
presentations that were not directly relevant to the final report. 
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Recommendations for 
Research Roadmap 

David 
Castañón 

 

Carey 
Rappaport 

 

Michael 
Ellenbogan 

 

Harry Martz  
Michael 
Lanzaro 

 

 
The slides can also be found at: ftp://ftp.censsis.neu.edu/ADSA/ 
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