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1. Executive Summary 

A workshop focusing on reconstruction algorithms for CT-based explosion 
detection systems was held at Northeastern University (NEU) in Boston on 
May 15-16, 2012. This workshop was the seventh in a series dealing with 
algorithm development for security applications. 

The topic of reconstruction was chosen for the workshop in order to support 
the Department of Homeland Security’s (DHS) objective of improving the 
detection performance of existing technologies. Detection performance is 
defined as increased probability of detection, decreased probability of false 
alarms, lower threat mass and an increased number of types of explosives.  

The key topics that were addressed at the workshop are as follows: 

• CT reconstruction for few and many-view scanners. 
• Pre-processing, post-processing, and model-based methods for 

artifact reduction. 
• Advances in segmentation algorithms for CT-based explosive 

detection scanners. 
• Tools for simulating explosive detection equipment. 
• Accelerating the deployment of advances from 3rd parties. 
• Review of DHS product acceptance testing and TSA deployment 

processes. 
 

The workshop was successful in fostering interaction between third parties 
and vendors, reducing present and future barriers to collaboration.  It also 
directly led to increased third-party involvement in the development of 
advanced reconstruction algorithms. This conclusion is based on anecdotal 
evidence of the number of third parties engaging in discussions with 
vendors during the workshop and the editors’ knowledge of third parties 
consulting for the vendors. 

The key findings from the workshop, per the editors of this report, are as 
follows: 

• There are improved reconstruction algorithms available for CT-
based explosive detection equipment. In particular, these algorithms 
may reduce artifacts such as streaks and cupping. Such improved 
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algorithms may lead to improved explosive detection performance. 
Algorithms, capabilities, characteristics and features that were 
highlighted as having the potential to provide such gains include: 

o Iterative reconstruction techniques, which are also known as 
model-based and statistical reconstruction. 

o Improved filtered back-projection. 

o Sinogram processing. 

o Algorithms targeted to reduce CT artifacts, especially 
artifacts caused by metal, beam hardening and scatter. 

o Reconstruction algorithms that perform dual-energy 
decomposition simultaneously with reconstruction. 

o Algorithms that perform reconstruction and segmentation 
simultaneously. 

o Algorithms that exploit prior information, learning, and 
compressive sensing. 

• The following infrastructure should be put in place in order to 
facilitate and accelerate the development of improved 
reconstruction algorithms: 

o Public domain computer simulations of security CT scanners, 
along with the development of standardized simulated 
objects and simulated packing algorithms. 

o Relevant metrics of image quality instead of actually 
measuring detection performance. At present, there is no 
precedent for using image quality metrics to assess the 
performance of CT-based explosive detection equipment. 

o Projections and meta-data that correspond to scans of 
standard test objects on a CT scanner. 

o Problem statements describing problems that are of interest 
to the field that are not classified or sensitive security 
information. 
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o Funding for academic researchers from DHS, TSA and 
industry. 

o Incentives from the TSA for vendors to deploy equipment 
with improved detection performance. These incentives will 
lead to the deployment of advanced reconstruction 
algorithms. 
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2. Disclaimers 

This document was prepared as an account of work sponsored by an agency 
of the United States government. Neither the United States government nor 
Northeastern University nor any of their employees makes any warranty, 
expressed or implied, or assumes any legal liability or responsibility for the 
accuracy, completeness, or usefulness of any information, apparatus, 
product, or process disclosed, or represents that its use would not infringe 
privately owned rights. Reference herein to any specific commercial 
product, process or service by trade name, trademark, manufacturer, or 
otherwise does not necessarily constitute or imply its endorsement, 
recommendation or favoring by the United States government or 
Northeastern University. The views and opinions of authors expressed 
herein do not necessarily state or reflect those of the United States 
government or Northeastern University, and shall not be used for 
advertising or product endorsement purposes. 

This document summarizes a workshop at which a number of people 
participated by discussions and/or presentations. The views in this 
summary are those of ALERT and do not necessarily reflect the views of all 
the participants. All errors and omissions are the sole responsibility of 
ALERT. 

This material is based upon work supported by the U.S. Department of 
Homeland Security under Award Number 2008-ST-061-ED0001.  
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3. Introduction 

The Explosive Division (EXD) of US Department of Homeland Security (DHS) 
Science & Technology Directorate (S&T), in coordination with the 
Transportation Security Administration (TSA), has identified detection 
requirements for future explosive detection scanners that include a larger 
number of threat categories, lower false alarm rates and lower threat mass 
and lower total operating costs, all at a constant or increased probability of 
detection.   

One tactic that DHS is pursuing to improve detection performance is to 
create an environment in which the capabilities and capacities of the 
established vendors can be augmented or complemented by third-party 
algorithm development.  A third-party developer in this context refers to 
academia, National Labs and companies other than the incumbent vendors.  
DHS is particularly interested in adopting the model that has been used by 
the medical imaging industry, in which university researchers and small 
commercial companies develop algorithms that are eventually deployed in 
commercial medical imaging equipment.   

A tactic that DHS is using to stimulate academic and industrial third-party 
algorithm development is to sponsor a series of workshops addressing the 
research opportunities that may enable the development of next-generation 
algorithms for homeland security applications.  The series of workshops are 
entitled “Algorithm Development for Security Applications (ADSA).” The 
workshops were convened by Professor Michael B. Silevitch (NEU) as part of 
the DHS Center of Excellence (COE) for Awareness and Localization of 
Explosives-Related Threats (ALERT1).  

The seventh workshop in the ADSA series was held on May 15-16, 2012, at 
NEU.  The workshop addressed reconstruction algorithms for CT-based 
explosive detection equipment. The topics that were discussed include: 

• CT reconstruction for few-view and many-view scanners. 
                                                           

1 ALERT in this report refers to the COE at NEU.  
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• Pre- and post-processing for artifact reduction. 
• Advances in segmentation algorithms for CT-based explosive 

detection scanners. 
• Tools for simulating explosive detection equipment. 
• Accelerating the deployment of advances from 3rd parties. 
• Review of DHS product acceptance testing and TSA deployment 

processes. 

This report discusses what transpired at the workshop and reports a 
summary of the workshop findings and recommendations.  

The workshop was successful in the sense that it fostered interaction 
between third parties and vendors, reducing barriers to their working 
together, now and in the future.  It also directly led to increased third party 
involvement in the development of advanced reconstruction algorithms. 
This conclusion is based on anecdotal evidence of the number of third 
parties engaging in discussions with vendors during the workshop and the 
editors’ knowledge of third parties consulting for the vendors. 
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4. Discussion, Findings and Recommendations2 

Discussion 
The objective of the workshop was to facilitate the development of improved 
reconstruction algorithms for CT-based explosive detection equipment.  The 
issues that were addressed centered on the following list of questions. 

1. What problems/issues have to be addressed? 
2. How will improvements be measured? 
3. What are the characteristics of the CT scanners under consideration? 
4. How does the reconstruction step fit with the other blocks/steps in a 

deployed explosive detection scanner? 
5. How are the scanners tested by the TSA? 
6. What types of algorithms should be considered? 
7. What resources are required?  
8. How can the deployment of improved algorithms be accelerated? 
9. How to involve third parties? 

The purpose of the section is to synthesize the discussion and 
recommendations in response to these and related questions that surfaced 
during the discussion. 

Scanner Types 
In this section, we describe the types of CT scanners that were discussed at 
the workshop.  We use the term scanner to describe part of a system that the 
TSA procures, which is a CT scanner, a computer running advanced threat 
recognition (ATR) and at least one workstation to resolve alarms from the 
ATR. 

 
 

                                                           

2 The following points should be considered when reading this section. This section 
was created by reviewing the minutes, questionnaires, presentations and other 
notes. The editors are not in complete agreement on all the points. Some of the 
points may be conjecture instead of fact.  
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1. The scanner may be one of the following types: 
a. Many view (>~ 100 views/rotation) 
b. Few view (<~ 100 views/rotation) 
c. Helical/spiral  
d. Step-and-shoot 
e. Single-detector row 
f. Multi-detector row (cone-beam) 
g. Mechanical rotation 
h. Electron beam 
i. Multi-source 
j. Single-, dual- and multi-energy 
k. Integrating detectors 
l. Photon counting detectors 

2. The scanner consists of the following blocks: 
a. X-ray generation at multiple locations 
b. X-ray detection  
c. Conveyance of objects of inspection (luggage) 
d. Reconstruction algorithm 
e. Automated threat recognition (ATR) 
f. Viewing station (workstation) to resolve alarms 

3. The reconstruction algorithm may include the following steps: 
a. Correction - converting detector measurements into 

estimates of line-integrals.  The following steps may be 
present. 

i. Physics 
1. Logarithm of counts to generate 

approximations to line integrals. 
2. Scatter  
3. Beam hardening 

ii. Electronics 
1. Gain 
2. Offset 
3. Cross-talk 
4. Spectral 
5. Afterglow 
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iii. Artifacts 
1. Metal  
2. Missing views 
3. Missing detectors 
4. Rings 

b. Mathematical inversion including helical and cone-beam 
correction 

c. Post-processing for artifact removal 
4. The ATR may include the following steps: 

a. Segmentation including extraction of features such as: 
i. Mass 

ii. Density  
iii. Volume 
iv. Zeff 

b. Correction of segmented objects and their features: 
i. Splitting compensation 

ii. Merging compensation 
iii. Artifact correction for features generated by an ATR 

c. Classification 
5. The viewing station may be used to resolve alarms generated by the 

ATR. Alarms and bag scan images are subject to on-screen review 
(OSR) for disposition and further investigation where appropriate. 

6. The scanner may produce images with the following types of 
artifacts: 

a. Streaks 
b. Rings 
c. Bands 
d. Low-frequency shading (also known as cupping and dishing) 
e. Noise 
f. Blurring 

7. The sources of artifacts include: 
a. Beam hardening  
b. Scatter 
c. Electronic noise 
d. Quantum noise 
e. Sampling/aliasing 
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f. Detector gain and offset drift 
g. Finite sized source and detector apertures 
h. Photon starvation 

8. The artifacts may be exacerbated by: 
a. Presence of metal 
b. Explosives with varying values of Zeff 
c. Highly attenuating bags 
d. Clutter 

9. The artifacts lead to the following problems with ATR: 
a. Segmentation 

i. Merged objects 
ii. Split objects 

b. Feature extraction 
i. Imprecise metrics such as mass, density, volume and 

texture 
c. Classifier 

i. Lower PD and higher PFA due to imprecise features 
10. It appears that most scanners deployed today use either filtered 

back-projection (FBP) or direct Fourier technique (DFT).  The term 
FBP usually refers to the mathematical inversion step of 
reconstruction and the steps of correction, post-processing, helical 
correction and cone-beam correction. 

11. Most of the workshop addressed many-view (projections), multi-
detector-row, helical CT scanners.  Quantum noise is not an issue for 
such a scanner. The application to few-view scanners was not 
discussed in sufficient detail. 

Scanner Requirements and Testing 
1. The scanners are used to find explosives in checked and carry-on 

luggage. 
2. The explosives that have to be detected have the following 

characteristics: 
a. Minimum mass 
b. Minimum size for certain classes of explosives 
c. May have varying density and atomic number 

3. Scanner with the ATR must satisfy the following test: 
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a. PD > x, where x is classified 
b. PFA < y, where y is classified 
c. Throughput (bags / hour) > z. 

4. The testing is known as a certification test. 
5. There are no image quality (IQ) requirements for a scanner to pass 

certification. 
6. There are IQ requirements for OSR in order for a TSO to make a 

decision. 

Reconstruction Algorithm Improvements 
1. The following types of improvements in reconstruction algorithms 

should be considered: 
a. Iterative reconstruction techniques (IRT) including statistical 

reconstruction and model-based iterative reconstruction 
(MBIR). 

b. Improved filtered back-projection (FBP). 
c. Sinogram processing. 
d. Dictionary-based reconstruction, which is also known as a 

learning algorithm. 
e. Simultaneous reconstruction and segmentation. 
f. Simultaneous reconstruction and multi-energy 

decomposition. 
g. Compressive sensing methods for few-view scanners. 
h. Dedicated methods for artifact removal such as: 

i. Metal artifact removal 
ii. Resolution enhancement 

iii. Edge (boundary) enhancement 
iv. Beam hardening correction 
v. Streak removal 

vi. Scatter removal 
vii. Photon starvation 

2. The algorithm developers should be cognizant that texture may have 
to be preserved for certain objects. Image priors used in some 
reconstruction algorithms may remove texture. 

3. There may be combinations of the above algorithms. For example, 
sinogram processing may be used in combination with IRT or FBP. 
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4. IRT may include algorithms with many (N >> 1) iterations, such as 
MBIR, or few iterations (N ~ 2), such as for second pass iterative 
bone correction, which is also known as iterative bone correction in 
the medical imaging field. 

5. Reconstruction times and computational expense should not be a 
consideration at the beginning of the development of new 
reconstruction algorithms. However, these topics may become a 
barrier to deployment. Researchers should report reconstruction 
times and computational expenses after an algorithm is developed. 

6. Multiple algorithms may be used to satisfy different situations  
such as: 

a. Bulk versus thin objects 
b. Homogenous versus textured objects 
c. Uncluttered versus cluttered bags 
d. Concealed versus unconcealed objects 

7. Retrospective or targeted reconstruction may be applied after a first 
pass of an ATR algorithm. That is, regions of interest (ROI) for 
difficult cases may be reconstructed a second time using a different 
algorithm. 

Test Metrics 
The best metric for measuring an improved reconstruction is through 
detection performance as measured by the area under the ROC as 
determined through a certification test. This metric cannot be used for the 
following practical reasons: 

• ATRs are known to be tuned to the IQ resulting from a given 
reconstruction algorithm.  In a sense, the ATR is a matched filter. 
Changing the reconstruction algorithms means modification or 
replacement of the ATR, which means engineering resources. 

• Certification only provides one value each for PD and PFA. 
• Performing a certification test requires engineering resources. 
• The certification test requires scans of explosives in different 

configurations including minimum size and mass; this information is 
classified, which means that many third parties may not be able to 
participate in the development of new reconstruction algorithms. 
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• The state-of-the art is controlled by vendors and details are not in 
the public domain. 

Surrogate metrics are therefore required.  The following metrics are 
recommended: 

1. Image Quality (IQ) 
a. Modulation transfer function (MTF) 
b. Slice sensitivity profile (SSP) 
c. Signal to noise ratio (SNR) 
d. Contrast to noise ratio (CNR) 
e. Amplitude of streaks 

2. Object-based metrics based on using knowledge of location of 
objects (known as ground truth) to extract voxels associated with an 
object. 

a. Mean and variance of voxels 
b. Spread of histogram 
c. Amplitude of streaks 
d. Mass 
e. Density 
f. Metrics for assessing texture 

3. Connected components labeling (CCL) or one of the methods 
developed for the Segmentation Initiative could be used to segment 
the voxels in objects of interest.  Additional metrics include: 

a. Volume 
b. Dimensions 

4. Simple objects such as water and rubber sheets should be scanned 
instead of explosives. Recommendations were not provided for 
textured objects. 

5. The simple objects should be scanned with following variations: 
a. Location 
b. Orientation 
c. Containment 
d. Concealment 
e. Clutter 

6. Another metric is the spread of feature values (e.g., density and 
mass) as a function of these variations. 
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7. The incumbent vendors should be consulted for specific variations 
that they would like to see tested. 

8. The confidence intervals of test results should be considered when 
assessing improved detection performance (i.e., PD and PFA). 

Development Tools 
In this section, we describe tools that 3rd parties can use for development of 
advanced reconstruction algorithms. 

1. Standard objects should be supplied to provide a common baseline 
of objects. Examples include:  

a. The NIST image quality phantom. 
b. A couple of packed suitcases with different types of objects of 

interest, containment, concealment, orientation and clutter. 
The characteristics of these suitcases should be disseminated 
to all of the researchers. 

2. Scans of the standard objects on different kinds of CT scanners (e.g., 
few- and many-view scanners). The following information should be 
supplied: 

a. Corrected and raw data. 
b. Images reconstructed by the vendor equipment. 
c. File formats 
d. Meta data such as: 

i. Locations of sources and detectors 
ii. Aperture sizes 

iii. Photon counts in air 
e. Description of vendor reconstruction algorithm to 

understand if which algorithmic steps are required to make 
acceptable images. 

f. Description of object scans.  
g. Scans of objects of interest in isolation (i.e., without 

concealment and clutter). 
h. Ground truth (GT) (locations of voxels corresponding to 

objects of interest). 
3. Scanner simulation software. 

a. Simulate a common set of objects. 
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b. Accurately simulate standard scanner configurations, 
including quantity, coverage, SNR of projection data. 

c. Flexible configuration so that different scanners can be 
simulated. 

d. The code should be extensible so that different types of 
scanners can be simulated in the future. 

e. The code should be validated using scans of the standard 
objects on real scanners. 

4. Generic ATR (if possible). 
5. Simple segmentation algorithm. 
6. Defined acceptance criteria and code (e.g., Matlab) for calculating the 

metrics. 

Accelerating Deployment  
The following tasks should be performed in order to accelerate the 
deployment of advanced reconstruction algorithms, especially those 
developed by third parties. 

1. Provide detailed problem statements including: 
a. Short term for vendors and third-party industry 
b. Long term for students 

2. Increased incentives from the TSA for vendors to deploy scanners 
with improved detection performance. 

3. Increased incentives for third parties to develop advanced 
algorithms. 

4. Government (DHS/TSA) funding of vendors and third parties. 
5. Allowing more people access to classified and SSI information or 

develop non-classified problems capturing challenges. 
6. Developing frameworks for protecting: 

a. Intellectual property 
b. Commercial interests of vendors and third parties 

7. Reducing transaction costs of working with third parties. 
8. Having third parties reduce computational expense of new 

reconstruction algorithms. The first of the development of new 
reconstruction algorithms should not consider computational 
expense. 
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9. Giving third parties access to subject matter expert experts in the 
field of developing and deploying explosive detection equipment. 

10. Fund the science of acceptance criteria (metrics). 

Future ADSA Workshops 
1. The following topics should be addressed in future workshops: 

a. Stand-off detection on personnel and in vehicles 
b. Chemical sensors 
c. DHS detection problems 
d. Cargo 
e. Special nuclear materials (SNM) 
f. AIT (MMW, XBS) – ATR and reconstruction 
g. Video analytics 
h. Executing grand challenges 

2. The following changes should be considered for future ADSA 
workshops: 

a. More/longer breaks 
b. Shorter and fewer presentations 
c. Breakout sessions 
d. Reduce the number of questions in the questionnaire  
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7. Appendix: Notes 

This section contains miscellaneous notes about the workshop itself and the 
final report. 

1. The timing in the agenda was only loosely followed because of the 
amount of discussion that took place during the presentations and to 
allow for additional times for participants to network. 

2. Some of the questionnaires were transcribed from handwritten versions. 
Errors in these questionnaires are due to the editors of this report and 
not due to the authors of the questionnaires. 

3. Some of the presentations were edited (mainly redacted information) 
after the workshop. 
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8. Appendix: Agenda 
 
 

DAY 1 
Time Topic Speaker Affiliation 

8:15 AM Registration/Continental 
breakfast 

    

9:00 AM Call to order Carl Crawford Csuptwo 
9:05 AM Welcoming remarks - ALERT Michael Silevitch Northeastern 

University / ALERT 
9:10 AM Welcoming remarks - DHS Doug Bauer DHS 
9:15 AM Welcoming remarks - DHS Laura Parker DHS 
9:20 AM Logistics Rachel Parkin Northeastern 

University / ALERT 
9:25 AM Workshop objectives  Carl Crawford Csuptwo 
10:05 AM Image quality metrics for ATR Matthew 

Merzbacher 
Morpho Detection 

10:15 AM Image quality metrics for ATR Richard Bijjani Robehr Analytics 

10:25 AM Break     
11:00 AM IRT for few- and many-view CT Charles Bouman Purdue 

11:25 AM IRT for few- and many-view CT Xiaochuan Pan University of 
Chicago 

11:50 AM Compressed sensing interative 
reconstruction 

Guang-Hong 
Chen 

University of 
Wisconsin, Madison 

12:15 PM Lunch     
1:15 PM Sinogram processing for 

artifact reduction 
Patrick La Riviere  University of 

Chicago 
1:40 PM Metal artifact removal Seemeen Karimi University of 

California, San Diego 
2:05 PM IRT for polychromatic CT Johan Nuyts University of Leuven 
2:30 PM Break     
3:05 PM CT scanner simulations Taly Gilat-

Schmidt 
Marquette 
University 

3:30 PM Iterative reconstruction at 
LLNL 

Harry Martz Lawrence Livermore 
National Laboratory 
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DAY 1, CONT. 
Time Topic Speaker Affiliation 

3:55 PM Advanced segmentation 
algorithms 

David Wiley Stratovan 
Corporation 

4:20 PM Advanced segmentation 
algorithms 

Claus  Bahlmann Siemens Corporate 
Research 

4:45 PM Reception sponsored by 
Csuptwo 

Carl Crawford Csuptwo 

5:45 PM Student poster session in 
reception area 

Students ALERT 

5:45 PM Dinner     
6:10 PM Student award Michael Silevitch Northeastern 

University / ALERT 
6:15 PM Dinner Speech - Protection of 

federal buildings 
Vincent Eckert DHS 

6:45 PM Dinner Speech - Video 
analytics 

David Castanon Boston University 

7:15 PM End Day 1      
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DAY 2 
Time Topic Speaker Affiliation 

7:30 AM Continental breakfast     
8:00 AM Day 2 objectives Carl Crawford Csuptwo 
8:05 AM ADSA08 topics Carl Crawford Csuptwo 
8:15 AM Combined 

segmentation/reconstruction 
Birsen Yazici Rensselaer 

Polytechnic Institute 
8:40 AM Combined 

segmentation/reconstruction 
Willem-Jan 
Palenstijn  

University of 
Antwerp 

9:05 AM Combined 
segmentation/reconstruction 

Oguz Semerci  Tufts University 

9:30 AM Metrics for segmentation 
algorithms 

Karina Bond Lawrence Livermore 
National Laboratory 

9:55 AM Break     
10:30 AM Dictionary Learning for  

Few-view Reconstruction 
Ge Wang Virginia Tech 

10:55 AM Artifact reduction for  
low-dose using IRT 

W. Clem Karl Boston University 

11:20 AM Status of third party 
involvement 

Laura Parker DHS 

11:30 AM TSA procurement procedures Matt Cobey TSA 
11:55 AM 3rd involvement in medical 

imaging & security 
Doug Pearl Inzight Consulting 

12:40 PM Lunch     
1:40 PM Accelerating 3rd party 

involvement 
Richard Bijjani Robehr Analytics 

1:55 PM Company introduction and 
3rd party support 

Joe Paresi Integrated Defense 
and Security 
Solutions  

2:05 PM Next steps Harry Martz Lawrence Livermore 
National Laboratory 

2:40 PM Open discussion All All 
3:10 PM Closing remarks - DHS Laura Parker DHS 
3:15 PM Closing remarks - DHS Doug Bauer DHS 
3:20 PM Closing remarks -  ALERT Michael Silevitch Northeastern 

University 
3:25 PM Adjourn Carl Crawford Csuptwo 
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9. Appendix: Previous Workshops 
 

Information about the previous six ADSA workshops, including soft copies of 
the final reports, can be found at: 

www.northeastern.edu/alert/transitioning-technology/strategic-studies  
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10. Appendix: List of Participants 
 

Name Organization 
William Aitkenhead Department of Homeland Security 
Mustafa Ayazoglu Northeastern University 
Stephen Azevedo Lawrence Livermore National Laboratory 
Kumar Babu Ccuneus solutions, LLC 
Claus Bahlmann Siemens Corporate Research, Inc. 
Derek Bale Endicott Interconnect 
Douglas Bauer Department of Homeland Security 
Nathaniel Beagley Pacific Northwest National Lab. 
John Beaty Northeastern University 
Richard Bijjani Robehr Analytics  
Karina Bond Lawrence Livermore National Laboratory 
Carl Bosch SureScan   
Charles Bouman Purdue University  
John Bush Battelle   
David Castanon Boston University  
Guang-Hong Chen University of Wisconsin, Madison 
Matt Cobey Department of Homeland Security 
Carl Crawford Csuptwo   
Jose Diaz Department of Homeland Security 
Caglayan Dicle Northeastern University 
Synho Do Massachusetts General Hospital 
Pia Dreiseitel Smiths Heimann  
Vincent Eckert Department of Homeland Security 
Limor Eger Boston University  
Adam Erlich Block Engineering, LLC 
Andrew Foland L-3 Communications 
Galia Ghazi Northeastern University 
Taly Gilat-Schmidt Marquette University 
Brian Gonzales XinRay Systems LLC  
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Name Organization 
Borja Gonzalez-Valdes Northeastern University 
Jens Gregor University of Tennessee 
Chris Gregory Smiths Detection  
Richard Harvey University of East Anglia 
Dale Henderson Pacific Northwest National Lab. 
Dominic Heuscher University of Utah  
David Holden Rapiscan Systems  
Joseph Isaacson Lincoln Laboratory  
Prakash Ishwar Boston University  
Seemeen Karimi University of California at San Diego 
Clem Karl Boston University  
Don Kim TSA   
Robert Klueg Department of Homeland Security 
Ronald Krauss Department of Homeland Security 
Lorena Kreda Consultant  
Patrick La Riviere University of Chicago 
Piero Landolfi Morpho Detection  
Oliver Lehmann Northeastern University 
Binlong Li Northeastern University 
David Lieblich Analogic Corporation 
Michael Litchfield Reveal Imaging Technologies, Inc. 
Spiros Mantzavinos Northeastern University 
Harry Martz Lawrence Livermore National Laboratory 
Michael Massey Beth Israel Deaconess Medical Center 
Matthew Merzbacher Morpho Detection  
Eric Miller Tufts University  
Frederic Noo University of Utah  
Johan Nuyts University of Leuven 
Joseph O'Sullivan Washington University 
Jonathan Pai Smiths Detection  
Willem-Jan Palenstijn University of Antwerp 
Xiaochuan Pan University of Chicago 
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Name Organization 
Joseph Paresi Integrated Defense and Security Solutions 
Laura Parker Department of Homeland Security 
Rachel Parkin Northeastern University  
Douglas Pearl Inzight Consulting  
Carey Rappaport Northeastern University 
Yolanda Rodriguez-
Vaqueiro 

Northeastern University 

Ken Sauer Notre Dame University 
Dave Schafer Reveal Imaging Technologies, Inc. 
Markus Schiefele American Science and Engineering, Inc. 
Jean-Pierre Schott Lawrence Livermore National Laboratory 
Oguz Semerci Tufts University  
Anthony Serino Raytheon Company  
Robert Sheftel TSA   
Richard Showalter-
Bucher 

Northeastern University 

Michael Silevitch Northeastern University 
Sergey Simanovsky Analogic Corporation 
Melanie Smith Northeastern University 
Edward Solomon Triple Ring Technologies 
Samuel Song Telesecurity Sciences 
Frank Sprenger XinRay Systems LLC  
Jeff Stillson L-3 Communications 
Simon Streltsov LongShortWay  
Zachary Sun Boston University  
Ling Tang Rapiscan Labs  
Luis Tirado Northeastern University 
Brian Tracey Tufts University  
Ge Wang Virginia Tech  
Dana Wheeler Radio Physics Solutions 
Tim White Pacific Northwest National Lab. 
Alyssa White Massachusetts General Hospital 
Suriyun Whitehead Quasars   
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Name Organization 
David Wiley Stratovan Corporation 
Kathryn Williams Northeastern University 
Mario Wilson Department of Homeland Security 
Horst Wittmann Northeastern University 
Adam Wunderlich University of Utah  
Fei Xiong Northeastern University 
Birsen Yazici Rensselaer Polytechnic Institute 
Zhengrong Ying Zomographic LLC  
George Zarur Department of Homeland Security 
Jun Zhang University of Wisconsin-Milwaukee 
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11. Appendix: Presenter Biographies 
 

Claus Bahlmann 

Claus Bahlmann is a project manager at Siemens Corporate 
Research (SCR) in Princeton, NJ USA. His research interests 
include pattern recognition, computer vision, and machine 
learning. He has applied these techniques in various 
application domains, including real-time and forensic image 
and video analysis for safety and security, as well as medical. 
Before joining SCR in 2004, he was a research associate for 

the University of Freiburg, Germany. While at the University, he received his 
doctoral degree with the highest of honors for work conducted in 
discovering new types of generative and discriminative classification of 
online handwriting recognition. In 2002, his work “On-line Handwriting 
Recognition with Support Vector Machines - A Kernel Approach” was 
awarded Best Paper at the IWFHR 2002 conference. In 2005, his Ph.D. thesis 
“Advanced Sequence Classification Techniques Applied to Online 
Handwriting Recognition” earned the Wolfgang-Gentner-
Nachwuchsförderpreis award from the University of Freiburg. Dr. Bahlmann 
received a Bachelor and Masters of Sciences in computer science from the 
University of Bielefeld, Germany. 

Doug Bauer 

Dr. Douglas Bauer is the Explosives Division Program 
Executive for Basic Research with management 
responsibility for multiple programs in basic and applied 
research, homemade explosives (HME) characterization, 
detection and damage assessment, development of the next 
generation EDS x-ray technologies, and counter IED basic 
research in prevention, detection, response and mitigation.  

Dr. Bauer also has management responsibility for two university-based 
Centers of Excellence addressing explosive threats in transportation through 
fundamental research.  Dr. Bauer holds engineering degrees from Cornell 
and Carnegie Mellon Universities (where he received his PhD), a law degree 
from Georgetown University Law Center, and a theology degree from 
Virginia Theological Seminary.  He served in the U.S. Navy as a line officer 
aboard surface ships, including service in DESERT STORM, and is now 
retired as a naval Captain.  Following ADSA07, Dr. Bauer has left DHS and is 
working at the U.S. Patent Office. 
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Richard Bijjani 

Dr. Richard Robehr Bijjani has been a thought leader in 
security technology for over 20 years. He designed and 
developed many security products including a dozen different 
Explosive Detection Systems (EDS) utilizing various 
technologies. The systems he designed managed to 
successfully exceed the certification requirements of every 
known EDS detection standard in the world; a unique 
achievement. 

In 1990, Richard managed R&D during the development of a dynamic 
signature verification product at Kumahira Inc., one of the very first 
biometrics products in the industry. In 1994, he joined InVision 
Technologies as head of the Algorithm and Machine Vision group where he 
oversaw the development effort that led to the first successful certification 
by the FAA, a historic event for the then still nascent industry. He went on to 
design and certify multiple EDS systems for InVision (now Morpho 
Detection) and later for Vivid (now L3). In 2002, he co-founded Reveal 
Imaging (now an SAIC company) where he designed and developed the 
world’s highest performing automated explosive detection systems to date, 
which also happen to be the least expensive and the smallest.  In January 
2012, Richard founded Robehr Analytics where he plans to develop a suite 
of low cost sensors that he hopes would revolutionize the way people 
interact with their environment and help enhance and protect their lives.  
Dr. Bijjani has a Ph.D. in Electrical Engineering from Rensselaer Polytechnic 
Institute. 

Karina Bond 

Karina Bond is a Signal processing engineer at Lawrence 
Livermore National Laboratory (LLNL) since November of 
2009, where she has been developing imaging processing 
algorithms for CT applications and Gamma–ray imagers.  
Karina has a decade of algorithm and embedded firmware 
development experience in wireless communications and 
imaging applications. Prior to LLNL, Karina worked at Intel, 

San Jose (July 2007 – July 2008) and before that at GE Medical Systems, 
Milwaukee (July 2002-July 2007) where she developed wireless 
communication algorithms in embedded processors for various products. 
Karina received her Masters’ in Electrical Engineering from the University of 
Wisconsin, Madison in May 2002 and an Electrical Engineering degree from 
the University of Mumbai in June 2000.  
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Charles Bouman 

Charles A. Bouman is the Michael J. and Katherine R. Birck 
Professor of Electrical and Computer Engineering at Purdue 
University where he also holds a courtesy appointment in the 
School of Biomedical Engineering and serves as a co-director 
of Purdue’s Magnetic Resonance Imaging Facility. He received 
his B.S.E.E. degree from the University of Pennsylvania, M.S. 
degree from the University of California at Berkeley, and Ph.D. 

from Princeton University in 1989. 

Professor Bouman's research focuses on inverse problems, stochastic 
modeling, and their application in a wide variety of imaging problems 
including tomographic reconstruction and image processing and rendering. 
Prof. Bouman is a Fellow of the IEEE, AIMBE, IS&T, and SPIE. He has served 
as the Editor-in-Chief of the IEEE Transactions on Image Processing, 
Distinguished Lecturer for the IEEE Signal Processing Society, a member of 
the IEEE Signal Processing Society’s Board of Governors, and the Vice 
President of Publications for the IS&T Society. Currently, he is Vice President 
Elect for Technical Directions of the IEEE Signal Processing Society. 

David Castañón 

 Prof. David Castañón received his B.S. degree in Electrical 
Engineering from Tulane University in 1971, and his Ph.D. 
degree in Applied Mathematics from the Massachusetts 
Institute of Technology in 1976.   From 1976 to 1981, he was a 
research associate with the Laboratory for Information and 
Decision Systems at the Massachusetts Institute of Technology 
in Cambridge, MA. From 1982-1990, he was Chief Scientist at 

Alphatech, Inc. in Burlington, MA.  He joined the  Department of Electrical 
and Computer Engineering at Boston University, Boston, MA in 1990, where 
he is currently professor and Department Chair.  Prof. Castañón was 
Associate Director and Deputy Director of the National Science Foundation 
Center for Subsurface Sensing and Imaging, co-Director of Boston 
University's Center for Information and Systems Engineering and served on 
the Air Force's Scientific Advisory Board from 2007-2010.  He is Associate 
Director of DHS's ALERT Center of Excellence.  He has served on the IEEE 
Control System Society's Board of Governors, and served as President of the 
IEEE Control Systems in 2008.  His research interests include stochastic 
control, optimization, detection and inverse problems with applications to 
defense, medical diagnosis and homeland security. 
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Guang-Hong Chen 

University of Wisconsin, Madison 

Matt Cobey 

James “Matt” Cobey is currently serving as an Evaluator with 
the Transportation Security Administration (TSA), Office of 
Security Capabilities (OSC), Test and Evaluation (T&E) Branch.  
In this capacity Matt is responsible for developing and 
executing the evaluation strategy of the various transportation 
security technologies and processes that TSA is seeking to 
deploy.  Matt is a Department of Homeland Security T&E Level 

III Certified Acquisition Professional. He has served in various T&E positions 
in TSA and the USAF, to include, TSA OSC Acting Director of T&E, USAF 
Operational Test Director and TSA Systems Integration Facility (TSIF) Lead 
Test Engineer.  Matt retired from the USAF after 21 years of service in 2007 
and after a brief hiatus running a family business returned to T&E joining 
the TSA T&E team in 2008. 

Carl Crawford 

Dr. Carl Crawford is president of Csuptwo, LLC, a technology 
development and consulting company in the fields of medical 
imaging and homeland security. He has been a technical 
innovator in the fields of medical and industrial imaging for 
more than 25 years.  Dr. Crawford was the Technical Vice 
President of Corporate Imaging Systems at Analogic 
Corporation, Peabody, Massachusetts, where he led the 

application of signal and image processing techniques for medical and 
security scanners.  He developed the reconstruction and explosive detection 
algorithms for the Examiner 6000, a computerized tomographic (CT) 
scanner deployed in airports worldwide.  He was also employed at General 
Electric Medical Systems, Milwaukee, Wisconsin, where he invented the 
enabling technology for helical (spiral) scanning for medical CT scanners, 
and at Elscint, where he developed technology for cardiac CT scanners. He 
also has developed technology for magnetic resonance imaging (MRI), single 
photon emission tomography (SPECT), positron emission tomography 
(PET), ultrasound imaging (U/S), and dual energy imaging and automated 
threat detection algorithms based on computer aided detection (CAD). Dr. 
Crawford has a doctorate in electrical engineering from Purdue University, 
is a Fellow of the Institute of Electrical and Electronics Engineers (IEEE) and 
an associate editor of IEEE Transactions on Medical Imaging. 
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Vincent Eckert 

Commander Vince Eckert is currently detailed to the Federal 
Protective Service (FPS) Headquarters as a technical 
countermeasures expert. Vince was previously assigned to FPS 
Region 10 in Seattle, WA. He is responsible for developing a 
design-basis threat (DBT) and associated countermeasures 
requirements for security at over 9,000 Federal buildings 
nationwide. Additionally, he is helping FPS develop a formal 

requirements-based and threat-based acquisition process for security 
countermeasures, such as checkpoint x-ray, magnetometer, physical access 
control systems, biometrics, and CBRN (chemical, biological, radiological, 
nuclear) detectors. In cooperation with Dr. Tom Coty at DHS HQ Science and 
Technology Directorate (Explosives Division), Vince is assisting with the 
establishment of a formal working group to design, develop, test, and 
evaluate future countermeasures technologies for Federal buildings.  

Vince was instrumental in getting the Reagan Building, a flagship FPS facility 
in Washington, DC, designated as the FPS Center of Excellence for the 
development and deployment of future countermeasures systems. This 
building will soon host tests of a new modular backscatter x-ray machine, an 
advanced chemical agent detection system, and a new portable counter-IED 
(improvised explosives device) jamming device.  

 

Taly Gilat-Schmidt 

Taly Gilat Schmidt, Ph. D., is an assistant professor of 
Biomedical Engineering at Marquette University. Her 
research interests include medical imaging system design, 
optimization, and reconstruction. Dr. Schmidt earned an 
undergraduate degree in Electrical Engineering from the 
University of Illinois at Urbana Champaign, after which she 
was employed in the Edison Engineering Program at GE 

Healthcare. Dr. Schmidt received her M.S. and Ph. D. in Electrical Engineering 
from Stanford University.  She directs the Medical Imaging Systems 
Laboratory at Marquette University, which is currently conducting research 
funded by the NIH, DOE, and FDA. 
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Seemeen Karimi 

Seemeen Karimi is a Biomedical Engineer. Her areas of 
interest are computer vision and image reconstruction. She 
graduated with an MS degree from the University of North 
Carolina at Chapel Hill. Subsequently, she worked for 
Analogic Corporation and NeuroLogica Corporation. Both 
companies are manufacturers of CT equipment. She 
developed algorithms for volumetric reconstruction, artifact 

and noise reduction, automatic image quality, and automatic integration 
processes. Currently, she is a 3rd-year PhD student in Electrical Engineering 
at the University of California, San Diego. 

 

W. Clem Karl 

William Clem Karl received the Ph.D. degree in Electrical 
Engineering and Computer Science in 1991 from the 
Massachusetts Institute of Technology, Cambridge, where he 
also received the S.M., E.E., and S.B. degrees.  He held the 
position of Staff Research Scientist with the Brown-Harvard-
M.I.T. Center for Intelligent Control Systems and the M.I.T. 
Laboratory for Information and Decision Systems from 1992 

to 1994. He joined the faculty of Boston University in 1995, where he is 
currently Professor of Electrical and Computer Engineering and Biomedical 
Engineering.  He has served as an Associate Editor of the IEEE Transactions 
on Image Processing as well as in various organizational capacities, 
including session organizer and chair for the Asilomar Conference on 
Signals, Systems and Computers special session on Inverse Problems in 
Imaging, session organizer and chair for the Conference in Information 
Sciences and Systems special session on Medical Imaging, and as part of the 
organizing committee for the First SIAM Conference on the Life Sciences. He 
is currently the general chair of the 2009 IEEE International Symposium on 
Biomedical Imaging. He is a member of the IEEE Image, Video, and 
Multidimensional Signal Processing and Biomedical Image and Signal 
Processing Technical Committees, or which he is the vice-chair. Dr. Karl's 
research interests are in the areas statistical signal and image processing, 
estimation, detection, and medical signal and image processing. 
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Patrick La Riviere  

Patrick J. La Riviere received the A.B. degree in physics from 
Harvard University in 1994 and the Ph.D. degree from the 
Graduate Programs in Medical Physics in the Department of 
Radiology at the University of Chicago in 2000. In between, 
he studied the history and philosophy of physics while on the 
Lionel de Jersey-Harvard scholarship to Cambridge 
University. He is currently an Assistant Professor in the 
Department of Radiology at the University of Chicago, where 

his research interests include algorithm development for tomographic 
reconstruction in computed tomography, x-ray fluorescence computed 
tomography, and optoacoustic tomography. In 2005, he received the IEEE 
Young Investigator Medical Imaging Scientist Award, then given every two 
years to a young investigator within 6 years of the Ph.D. for significant 
contributions to medical imaging research.  He is an author of more than 30 
peer-reviewed articles and peer reviewed conference proceedings and 8 
book chapters.  

 

Harry Martz 
 

Dr. Harry E. Martz, Jr. is the Director for the Center for 
Nondestructive Characterization (CNDC) and lead of the 
Measurement Technologies focus area in the Science and 
Technology Department at the Lawrence Livermore 
National Laboratory (LLNL). He is responsible for leading 
the research and development efforts of different 
nondestructive measurement science and technology 

methods including but not limited to X- and Gamma-ray digital radiography 
and computed tomography (CT), visual and infrared imaging, ultrasonics, 
micropower impulse radar imaging, and signal and image processing. This 
research and development includes the design and construction of 
instruments, and preprocessing, image reconstruction, analysis and 
visualization algorithms. Harry received a B.S. degree in chemistry from 
Siena College, Loudonville, NY, in 1979. In 1983, he received a Masters 
degree and in 1986 a Ph.D. degree both in nuclear/inorganic chemistry and 
physics from Florida State University, Tallahassee, FL. After receiving his 
Ph.D. in 1986, he became a full-time employee at LLNL. From 1986 to 1988 
he was engaged in X-ray and proton radiography and CT techniques for 
material characterization, and Gamma-ray gauge studies for Treaty 
Verification applications. From 1988 to 1990 he was the computed 
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tomography project leader and in 1991 he became the CT project manager 
in the NDE Section. In 1994 Harry became the NDE Thrust Area/Research 
Leader and became the Director of the Center for Nondestructive 
Characterization in 1999. In 2006 he became the lead of the Measurement 
Technologies focus area. Dr. Martz received a 2000 R&D 100 award in the 
area of Waste Inspection Tomography using Nondestructive Assay. He 
received the LLNL 1998 Director’s Performance Award for Active and 
Passive Computed Tomography. He was given the Federal Laboratory 
Consortium for Technology Transfer 1990 Award of Merit. Dr. Martz is a 
member of Alpha Chi Sigma and Sigma Pi Sigma—the National Physics 
Honor Society. 

 

Matthew Merzbacher 

Dr. Merzbacher is manager of the Machine Vision and 
Innovation group at Quantum Magnetics (part of the 
SAFRAN group’s Morpho Detection). In addition to 
managing the group, Dr. Merzbacher works on technical 
projects, such as break-bulk cargo, DICOS, and the detection 
algorithms for the MDI family of explosives 
detection systems. He is chair of the NEMA DICOS Threat 
Detection Working Group, charged with developing a 

standard for image interchange in security applications. He joined what was, 
at the time, InVision Technologies in 2003 as a Research Scientist in the 
Machine Vision group. Dr. Merzbacher has a Ph.D. in Computer Science from 
UCLA, specializing in data mining. He has several pending patents on image 
processing for explosives detection. 

 

Johan Nuyts  

Johan Nuyts graduated in electronical engineering in 1982, 
in biomedical engineering in 1983, and in 1991 he received 
a Ph. D. in Applied Sciences from KU Leuven. Since 1993, he 
is research professor in the Department of Nuclear Medicine 
at KU Leuven. He co-authored about 100 scientific journal 
papers. His research interests include iterative 
reconstruction in PET, SPECT and CT. Ongoing research 

projects focus on maximum-a-posteriori reconstruction in emission 
tomography, iterative reconstruction in CT and tomosynthesis, attenuation 
correction in PET/CT and PET/MRI and TOF-PET, and motion correction in 
small animal PET. 
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Willem Jan Palenstijn  

Willem Jan Palenstijn studied mathematics at the 
Universiteit Leiden, and is now working on image 
reconstruction in CT and MRI at the IBBT-Vision Lab of the 
Universiteit Antwerpen, with a focus on GPU acceleration 
and incorporating prior knowledge in algebraic 
reconstruction algorithms. 

 

Xiaochuan Pan 

Dr. Xiaochuan Pan is a Professor with tenure in the 
Department of Radiology, Department of Radiation and 
Cellular Oncology, the College, the Committee on Medical 
Physics, and the Cancer Research Center at The University 
of Chicago. His research interest centers on imaging science 
and its biomedical applications. Dr. Pan has authored and 
co-authored more than 300 journal and proceeding papers 
and is a Fellow of AIMBE, IEEE, OSA, and SPIE. He has 

served, and is serving, as a charter member of study sections and/or grant 
reviewer for NIH, NSF, National Science Foundation of China, Natural 
Sciences and Engineering Research Council of Canada, and other funding 
agencies and foundations. He is an Associate Editor for a number of journals 
in the field, including IEEE Transaction on Medical Imaging, IEEE 
Transactions on Biomedical Engineering, Medical Physics, and Journal of 
Cardiovascular CT. Dr. Pan has served, and is serving, as a conference-
program chair, theme chair, session chair, and technical or scientific 
committee member for international conferences, including conferences of 
IEEE Biomedical Engineering, IEEE Medical Imaging, Radiological Society of 
North America (RSNA), and American Association of Physicists in Medicine 
(AAPM). 

Joe Paresi 

Joseph Paresi is the Founder, Chairman and Chief Executive 
Officer of IDSS Holdings, Incorporated, operating as 
Integrated Defense and Security Solutions (IDSS) and 
Headquartered in Armonk NY with planned operations in 
Burlington, MA. and Vienna, Va. IDSS is comprised of three 
sectors: Government Services dealing with the Intelligence 
Community; Applied Technologies in the areas of Explosive 

Detection, Video Surveillance and Cargo Screening; and Data Management 
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working in the areas of system integration, data integrity and 
interoperability, biometric applications, secure credentialing and cyber 
security.  Mr. Paresi brings over three decades of executive management, 
marketing and sales, and product development experience in worldwide 
sales of technology, homeland security and defense industry related 
solutions. 

Prior to founding IDSS, Mr. Paresi was the co-founder and Executive Vice 
President of L-1 Identity Solutions, with a primary focus on Sales and 
Marketing, Business Operations, and Mergers and Acquisitions. Since its 
origin in 2005, L-1 Identity Solutions made seventeen acquisitions in the 
intelligence sector and biometric/credentialing area. L-1 grew revenues 
from a startup to over $700M in annual revenues and $100M in EBITDA 
before being sold for $1.5B in a split fashion to BAE Systems and Sagem 
Morpho, a division of Safran. 

 

Laura Parker 

Laura Parker is in the Explosives Division of the Science and 
Technology Directorate at the Department of Homeland 
Security (DHS).  She works on the Basic Research Program 
within the Explosives Division to identify critical and 
enabling science and technology (S&T) to improve S&T 
customer capabilities to prevent, detect, respond, and 
mitigate explosives threats.  She also has management 
responsibility for the DHS-sponsored university-based 

Center of Excellence that addresses explosive threats through fundamental 
research that is co-lead by Northeastern University and University of Rhode 
Island.Prior to her present position at DHS, Dr. Parker worked as a 
contractor providing technical and programmatic support of chemical and 
biological defense and explosives programs for various Department of 
Defense (DoD) offices.  Dr. Parker has also worked in several DoD 
laboratories in the field of energetic materials.  She obtained her Ph.D. from 
the Pennsylvania State University in chemistry. 
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Doug Pearl 

Doug Pearl has extensive experience in the biomedical 
industry and in the commercial applications of medical 
diagnostics.  He has written on the problem of False Positives 
in the screening of low risk (low prevalence) populations.  He 
has provided strategy and marketing advice to a variety of 
biomedical clients, including Fortune 500, public 
biotechnology and development stage start-up companies.  
He has extensive experience working with clinicians, 

scientists and customers to determine key drivers of success in the 
marketplace, and parallel experience working with senior management, 
marketing, and R&D to transform this information into relevant actions. 

Prior to launching Inzight Consulting LLC (formerly Insight Consulting) in 
1993, Doug Pearl was Vice President, Business Development for Matritech, 
Inc., a public biotechnology company in Cambridge, MA.  Prior to Matritech, 
he was a consultant at Bain & Company in Boston.  Mr. Pearl has a Masters in 
Management from the Yale School of Management and an undergraduate 
degree, summa cum laude,  from Princeton.  He has also worked as a 
Research Associate at the Harvard School of Public Health. 

Oguz Semerci  

Oguz Semerci received the B.Sc. and M.Sc. degrees in 
telecommunication engineering from Istanbul Technical 
University, Istanbul, Turkey, in 2006 and 2008, respectively. 
He is currently working toward the Ph.D. degree with the 
Department of Electrical and Computer Engineering, Tufts 
University, Medford, MA.  His current research interests 
include physics based signal processing, tomographic 

iterative image reconstruction, inverse problems, regularization and pattern 
recognition. 

Michael Silevitch 

Professor Michael B. Silevitch received the B.S.E.E., M.S.E.E., 
and Ph. D. degrees from Northeastern in 1965, 1966, and 
1971, respectively. He joined the faculty of Northeastern in 
1972, and was appointed to the Robert D. Black Endowed 
Chair in Engineering at Northeastern in 2003. A College of 
Engineering distinguished professor with dual 
appointments in Electrical and Computer Engineering as 
well as Civil and Environmental Engineering, Silevitch is co-
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director of Awareness and Localization of Explosives-Related Threats 
(ALERT), a Department of Homeland Security Center of Excellence; director 
of the Bernard M. Gordon Center for Subsurface Sensing and Imaging 
Systems (Gordon-CenSSIS), a National Science Foundation Engineering 
Research Center; and research translation leader of the Puerto Rico Testsite 
to Explore Contamination Threats (PROTECT) program, funded through the 
National Institute of Environmental Health Sciences. Previously, he directed 
the Center for Electromagnetics Research (a National Science Foundation 
Industry–University Center), the Center for the Enhancement of Science and 
Mathematics Education (CESAME), and the Gordon Engineering Leadership 
Program, a graduate program that provides an innovative model for training 
engineering leaders.  He is an elected Fellow of the IEEE for leadership in 
advanced subsurface sensing and imaging techniques. 

Ge Wang 

Ge Wang received his M.S. and Ph. D. in ECE from State 
University of New York, Buffalo, in 1991 and 1992. He was a 
faculty member at Mallinckrodt Institute of Radiology, 
Washington University at St. Louis, 1992-1996; with 
University of Iowa, 1997-2006; and since then has been the 
Pritchard professor, the Director of the SBES Division / 
ICTAS Center for Biomedical Imaging, Virginia Tech. His 

interests include x-ray computed tomography, optical molecular 
tomography, and other inverse problems. He authored/co-authored over 
300 peer-reviewed articles in journals such as IEEE Trans, Optics Letters, 
PRL, PNAS, and Nature, including the first paper on spiral/helical cone-beam 
CT (100-million cone-beam medical CT scans yearly in the world), the first 
paper on bioluminescence tomography, and the first paper on interior 
tomography. He with his co-inventors has over 30 patents and disclosures. 
He is the founding Editor-in-Chief for International Journal of Biomedical 
Imaging, Associate Editor for IEEE Trans. Medical Imaging and IEEE Trans. 
Biomedical Engineering, as well as Fellow of IEEE, SPIE, OSA, AIMBE, and 
AAPM.  

Please feel welcome to visit his website: http://www.imaging.sbes.vt.edu, 
and explore collaborative opportunities. 
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David Wiley 

David Wiley earned his B.S., M.S., and Ph.D. in Computer 
Science at the University of California, Davis. For over ten 
years, he performed research at the UC Davis Institute for 
Data Analysis and Visualization (IDAV) holding various 
roles from undergraduate researcher to postdoctoral 
researcher. He has published over 20 peer-reviewed 
publications in journals, conferences proceedings, and 
books. He has over twenty years of software development 

experience and has created numerous commercial software applications. He 
formed Stratovan Corporation in 2005 as a spin-out company from IDAV to 
address the software needs of the medical imaging industry. He currently 
leads Stratovan in becoming the leading supplier of next-generation 
interactive imaging software to the medical device and diagnostics markets 
worldwide. 

Birsen Yazici 
 Birsen Yazıcı received B.S. degrees in electrical engineering 
and mathematics from Bogazici University, Istanbul, 
Turkey, in 1988, and M.S. and Ph.D. degrees in mathematics 
and electrical engineering from Purdue University, West 
Lafayette IN, in 1990 and 1994, respectively. From 
September 1994 until 2000, she was a research engineer at 
the General Electric Company Global Research Center, 
Schenectady, NY. During her tenure in industry, she worked 

on radar, transportation, industrial, and medical imaging systems. From 
1996 until 1999, she was a member of the GE Research, L3 and Analogic 
team that developed the 3D X-ray CT explosive detection system for airport 
check-luggage. In 2001 she joined Drexel University as an assistant 
professor. In 2003, she joined Rensselaer Polytechnic Institute, Troy, NY, 
where she is currently an Associate Professor in the Department of 
Electrical, Computer, and Systems Engineering and in the Department of 
Biomedical Engineering. Her research interests span the areas of statistical 
signal processing, inverse problems in imaging, biomedical optics, and radar. 
She holds 11 U.S. patents. Dr. Yazıcı is the recipient of the Rensselaer 
Polytechnic Institute 2007 School of Engineering Research Excellence 
Award. Her work on industrial systems received the 2nd best paper award 
in 1997 given by IEEE Transactions in Industrial Applications. 
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12. Appendix: Questionnaire 

Attendees were asked to fill out a questionnaire providing feedback on the 
workshop.   The questions are listed below; the answers appear in the next 
section, grouped by question. 

1. What opportunities are there for developing better reconstruction 
algorithms? 

• What acceptance criteria should be used to determine if a 
reconstruction algorithm is better than prior methods?  

• Are there differences for few- and many-view scanners? 
• Do you think better reconstruction algorithms can lead to better 

detection performance? If so: 
o What are the most promising areas in which to look? 
o What are barriers to moving towards real world 

applications? 
 

2. How can the advances made by third parties be accelerated into fielded 
systems?  

• What incentives should be put in place for incumbent vendors 
and 3rd parties? 

• Should 3rd parties be funded by the Government directly? 
• How can projects be given to third-parties who cannot access 

classified information? 
• Which projects are suitable for third-parties? 
• What differences are there for academic third parties and 

commercial third parties? 
 

3. What did you like about this workshop? 
 

4. What would you like to see changed for future workshops? 
 

5. Do you have recommendations for future workshop formats? (e.g., 
smaller with more focused working groups, larger with speakers and 
breaks to mingle, etc.) 
 

6. What topics would you like to see addressed in future workshops? 
 

7. What other comments do you have?  
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13. Appendix: Questionnaire responses 
 
Question 1.  What opportunities are there for developing better reconstruction 
algorithms? 

• What acceptance criteria should be used to determine if a 
reconstruction algorithm is better than prior methods?  

• Are there differences for few- and many-view scanners? 
• Do you think better reconstruction algorithms can lead to better 

detection performance? If so: 
o What are the most promising areas in which to look? 

What are barriers to moving towards real world applications?  

Response A 
 
I firmly believe that the image-quality metric(s) that should be developed for 
reconstruction (and segmentation, for that matter) ought to be task based. 
MTF is great for a first pass at comparing imaging systems; given a task, our 
metric ought to be how well we perform that task. And I believe that we 
have a huge head start on development of these metrics. - TSA has set the 
task – you need to find these explosives (or explosives categories), at this 
size, at this Pd and this PFA. All right, the details cannot be freely shared, 
but… - Matthew and Richard translated those tasks into three “shareable” 
ones:  
 

• Keep sheet-like things sheet like 
• Keep large, homogeneous things large and homogeneous 
• Eliminate streak artifacts (metal artifacts, beam hardening, photon 

starvation)  
 

And they hinted at a fourth – give up when the problem gets too hard 
(accept that nuisance alarms will happen). [This could be controlled in a 
grand challenge / initiative by not getting to that hard problem, but I suspect 
that to test algorithms one would want to get right up to that edge, which 
really means crossing it.] And Matthew also hinted at a strategy – a single 
algorithm does not need to solve for all threats (he said that they did ROI 
recons using additional information for special cases). I think that this is an 
important strategy, and consistent with the mantra that there is no silver 
bullet and multiple technologies will need to be integrated to solve the 
problem – in this case, multiple reconstruction strategies for multiple 
threats. (And Richard sort of threw in a wrench with the requirement that 
there will be a human in the loop for initial alarm resolution. In my opinion, 
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the Grand Challenge Committee (GCC) punts on this requirement. Let the 
challenge be reconstruction with the intent of ATR; scope needs to be 
limited, and this seems like a reasonable cutoff, because it allows the GCC to 
skip question of human-observer performance.) So, how could those metrics 
be translated into “actionable” metrics? (I think that this is one 
interpretation of what is meant by the “Cloud Shrinking” metrics.) - the 
simulated (or experimental) data will need to include sheet-like objects (of 
different size, density, and thickness) to span threat and benign-object 
space, and a geometry that covers a couple “corner cases” may need to be 
included. It will also need to include large uniform stuff in different shapes 
and artifact-inducing material. “Clutter” will need to be included, too, but I 
think that these can be two separate object sets (which both need to be 
collected). Maybe this should be a question – is it fair to say that clutter is a 
big deal for segmentation, but maybe not for reconstruction? Clutter only 
affects reconstruction to the extent that it induces artifacts that break up 
homogeneous objects? - In the perfect challenge, the whole processing chain 
would be explored, including post-processing, segmentation and ATR, but to 
develop metrics for judging reconstruction, only segmentation is needed. In 
the perfect world, the “best” segmentation algorithm from the first challenge 
would be used for segmentation in the recon challenge. However, even for 
the first challenge, “ground truth” was defined (by the segmentation 
monkey?). Can that same ground truth be defined here? With ground truth 
defined, there is now a region of each image – the truth region – that can be 
evaluated on criteria that would probably be useful to a segmentation 
algorithm, which might include:  
 

• Statistics on pixel intensity within the “truth” region; maybe those 
statistics need to be with respect to reference regions (e.g., the 
average value in the segment compared to the average of a water 
sample in the same image)  

• Statistics on the streaks through the true region – are they sharp and 
deep, or smooth and small?  

• Statistics of pixels surrounding the truth segment (to get at the 
phenomena of merging with other objects)  

 
 Are there any others? What other info is used by generic segmentation 
solution? (and here, it may be useful to get one of the segmentation experts 
(or all of them) to help with what image features are exploited or “break” 
their methods) the spatially well-defined phantom (see below), it ought to 
be relatively easy How about defining a phantom to test for sheetiness? Buy 
a Pelican case filled with foam, metal rods of various diameter and material 
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(and a hacksaw), a variety pack of Nalgene bottles, and the materials to use 
as simulants and benign objects, and ask Richard to come by and help 
develop a couple well defined geometries. (Having someone like Richard 
assist with the geometries is, in my opinion, critical – they know the space 
and can nudge the problem toward something interesting, and this fits with 
his “rules for 3rd parties and vendors”. In fact, involving him with the 
selection of materials for the phantoms should be considered.) If possible, 
buy one of the explosives-simulant test kits (impossible only if CT data from 
objects in one of these kits cannot be released). Then collect a test scan (with 
a hospital system, with the system from the segmentation project?) and see 
if the data look like they provide the “right” test. Tweak the phantom. Create 
a couple geometries. The advantage of the Pelican case and well-defined 
objects is that the simulation / modeling people can describe these objects 
(the Pelican case has some structural features that may be a hassle, but it is 
convenient, and could be shipped to a vendor with a scanner that is willing 
to play). For the “challenge”, a small number of geometries of the case 
should be collected, and multiple orientations of each one should be 
collected. Additional data in more realistic bags (with the same “threats” and 
benign objects and additional clutter) will need to be collected, too. 
QUESTION: does the N42.45 standard include stuff to provide metal artifacts 
and sheet like and homogeneous stuff? Does it allow for sufficient variation 
to collect a few geometries? Maybe that standard solves the problem. 
Shrinking the cloud: what does that mean? Sounds like a great idea (without 
proof that shrinking the size of the cloud is really helpful), but it is still kind 
of abstract (at least as it was presented in this meeting; prior ADSA’s may 
have define the cloud better?).  
What are the features that form the axis of the cloud? Just consider EDS:  
 

• Density and Zeff are the “classic” features. It may be that they are 
only available for dual-energy (or multi-energy) CT systems.  

• Pixel intensity (proportional to density) is a feature available even to 
single-energy systems.  

• Shape is a feature for sheet  
• Size will be a feature for bulk  
• Are there others?  
• Texture is mentioned – is it really exploited? Is it really a signature?  

 
If those are the only features available, then it seems like some measure of 
how well those are preserved (in regions of interest) in the reconstructions 
ought to be the metrics. A couple thoughts on simulated vs. real data and 
validation:  
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• How far down the simulation path must you go in order to capture 
the physics that impacts the corner cases? Do you need to simulate 
scatter, for instance? Do you risk masking certain effects, or 
incorrectly compensating for some effects if all of the physics is not 
in the simulation?  

• Do you really need to validate a simulation with a real system? 
Perhaps that is a subset of the question above, but I am thinking here 
that an expert can often say pretty quickly that you have it pretty 
much right, or you are missing some key components. The experts 
(vendors) are on board with the simulator and challenges, they 
ought to step up and offer that expertise. 

Response B 
 
1. The biggest challenge and opportunity is to build the capability of 
constructing synthetic images for use by algorithms so that these algorithms 
can be compared directly. 
 

a. The most important criteria are bound to system effectiveness 
metrics. That is the performance of the system that uses 
reconstruction algorithm A is better because: It provides better 
discrimination (e.g. ROC Curve) - when integrated with the larger 
system. It provides enhanced performance against some other metric. 
At a lower level one could define tests - for instance against synthetic 
test data sets - that measure algorithm performance against criteria 
like : distinguishes between (some test items) segments a collection of 
"N" distinct items into "M" distinct items. Estimates of mass and 
volume for items ...etc. 
 
b. That would have to be tested formally against specific criteria. 
There may be no difference in terms of a system level (PD PFA) metric. 
There are obviously differences in terms of human perception of the 
goodness of a reconstructed image. 
 
c.  Yes. 
 
Especially with regards to the ability to reconstruct specific 
geometries of concern - an algorithm that better segments away 
clutter would probably permit better detection performance. 
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- What are the most promising areas in which to look? 
 
Using better forward algorithms is probably the most promising 
area -this requires details about the internals of the device that 
made the scan. 
 
- What are barriers to moving towards real world applications? 
 
Data - especially large quantities of data that represent the 
reality of the luggage screening environment (stacks of 5 bars of 
soap, multiple toothbrushes are interesting, but rare in practice) 

Response C 
 
a. contrast, edge response, noise, artifact content 
 
b. yes- different image characteristics 
 
c. Yes 
 

- What are the most promising areas in which to look? 
iterative recon like MBIR 
 
- What are barriers to moving towards real world applications? 

For security- biggest barrier is need to certify and/or re-certify scanner 
systems. Other barrier in EDS for checked baggage is the range of 
possible "priors" 

Response D 
 
1. Speaking from the perspective of a security hardware and algorithm 
provider, rather than an academic, opportunities tend to be confined to 
adding specialized paths to support a new thread through the algorithm or a 
verification step. Recon algs are often implemented early in the development 
chain and necessarily "frozen" so as to not break a lot of down-stream 
processing. As COTS computer get more powerful, the opportunity to 
incrementally add special reconstructions targeting specific configurations 
becomes more of a reality. Also as products and algorithms mature, the time 
needed to go back and refine becomes more available. 
 

a. This is tough. It's possible that tiers of criteria are needed. You can't 
ignore the end goal but to measure that requires a huge amount of 
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downstream logic. You can't focus on a single slice because even if it 
shows deficiencies, it is possible that simple subsequent steps add so 
much that the combined result is superior to another approach that 
may have had a better single slice result. I think the criteria of choice 
needs to be fidelity in object building, because at the end of the day an 
ATR is all about getting the object, getting the right mass and drawing 
a red box (cube). If you put the object together, you can assume a 
classifier can be written to detect it. I think relying on Pd/Pfa as a 
metric requires too much additional algorithm work to achieve. 
Groundtruthing objects in 3D and scoring reconstruction in 
association with segmentation is the way to go I think. 

 
b. I don't think so if you focus on object identification. You have to find 
and label the object. If a recon alg can make that happen better, than 
hooray. Perhaps you need a few canonical "hard" configurations 
containing a simulated threat object. Score based on the combined 
recon + seg ability to label the entire object. 

 
c.  If they help us find the difficult objects, of course! 

 
- What are the most promising areas in which to look? 
The thin stuff in various types of clutter. Consider targeted re-
reconstruction informed by what you think you're looking at 
rather than a one-size fits all super-duper recon that does 
everything. I don't think that's achievable. 

 
- What are barriers to moving towards real world applications? 
All the usual things: time to research and implement, money to 
research and implement, data-sharing, computational burden, 
cost of the final product 

Response E 
 
1. I think there are MANY opportunities for developing better reconstruction 
methods. My concern is that those currently developing the algorithms have 
backgrounds in physics and image processing whereas these methods could 
benefit greatly by experts having more varied backgrounds in optimization, 
data analysis, and data approximation. The forward projection models are 
best suited to experts having computer graphics backgrounds since this is 
equivalent to raytracing rendering techniques. This also suggests that 
implementations using video hardware can be utilized to speed up overall 
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processing, which is also typically out of reach for the standard 
physicist/image processing engineer. 
 

a. I think the main challenge here is to reduce metal artifacts. I would 
like to see images that have better contrast, sharper, edges, and more 
consistent "homogenous" regions. A method that handles metal 
artifacts better, should improve these characteristics. However, it is 
difficult to develop software metrics for quantitation of these 
characteristics. An artificially created phantom can act as the ground 
truth to provide accurate quantitation, and I think this method should 
be used in conjunction with real equipment data. 

 
b.  Yes. Few-view scanners are similar to stereophotogrammetry and I 
believe that advanced methods will use techniques developed in that 
area. Furthermore, since it is more challenging to reconstruct from 
few-views, concentrated effort in this space should directly improve 
many-view techniques since more data can be used. For few-view 
recon, this becomes a data approximation problem which is again 
beyond the scope of the standard physicist and image processing 
expert. 
 
c. Yes. Artifacts, noise, poor contrast, etc cause MAJOR issues in the 
segmentation step that are best fixed at the segmentation stage. Recon 
problems are so severe, there is no hope for subsequent steps in any 
workflow. Furthermore, these artifacts introduce intensity shift/offset 
which affects detection algorithms since they're tuned precisely to 
look for certain intensity ranges. 

 
 - What are the most promising areas in which to look? 
Metal artifact reduction, then contrast, then edge sharpening. 
Constrast is a tricky one since at lower intensities, the data type 
used to represent intensity plays a major role in quality. If a 12-
bit integer is used, then low-intensity materials have severe 
contrast limitations that can be eliminated if a 32-bit floating 
point type were used. 

 
- What are barriers to moving towards real world applications? 
Implementation. The practical solution will be iteratitive, 
GPGPU based (run on video hardware), and will significantly 
improve image quality over existing methods. If these barriers 
can be overcome, then translation to the real-world will happen. 
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Response F 
 
1. There are detection opportunities in new domains, for which "better" 
recon is a definite value. For instance, limited view cargo screening. One 
might argue that better recon could help on-screen resolution more than it 
could help automated detection. Yet, not a peep about improved OSR. ATD is 
already pretty good. Why not go for real improvement? 
 

a. Measure against known phantoms to start. Create a scaffold pipeline 
with ALL phases represented. Then let people be creative about fixing 
parts of the pipe. The overall improvement won't be there (possibly) 
until several joint improvements are made, but to suggest that "if only 
we knew what to improve" is a requirement is to require the 
impossible. 
 
b. Assuredly. 
 
c. Yes. Only in concert with detection improvement. But since 
detection is already so strong, it's a really tough battle to fight. 

 
- What are the most promising areas in which to look? 
separation of adjoining objects 
 
- What are barriers to moving towards real world applications? 
data starvation and inability to work on the "big picture" as a 
group. 

Response G 
 
1. There are opportunities for improvement with both analytical and 
iterative recon algorithms. We should not yet discard analytical algorithms, 
since there is still much room for improvement with only a little more 
computation. 

a. Acceptance criteria should be based on overall system performance, 
including the data acquisition, image reconstruction, segmentation 
and threat detection steps. We need to approach the problem 
holistically. Simply optimizing each piece of the chain individually is a 
wrong-headed approach. For example, if I built a sports car with 
Porsche brakes, a Ferrari engine, a BMW suspension, and a Maserati 
gearbox, I would not expect great performance, even though each part 
is separately excellent. It is the same with threat detection. 
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Approaching the problem holistically is not difficult. We can develop 
simulation tools that treat each step in the process as a "black box." In 
this way, recon can be optimized for particular choices of 
segmentation and threat detection algorithms, for example. 

 
b. Yes. Few-view scanners have inherent limitations, since they do not 
collect enough views to characterize many types of objects. 
Mathematically, one can say that their "null-space" is larger. In 
common language, this means that certain objects or textures are 
invisible to the scanner, regardless of the image reconstruction 
algorithm. 
 
c. Yes. Absolutely, but recon optimization must be done in a holistic 
manner, taking overall system performance into account. 

 
- What are the most promising areas in which to look? 
Analytical algorithms with shift-variant filtering are viable 
options that have not been adequately explored. Also, iterative 
sinogram restoration is a promising approach that can be used 
together with traditional analytical recon algorithms. 

 
- What are barriers to moving towards real world applications? 
Computational requirements are still an issue for full iterative 
reconstruction. At the workshop, many vendors made it clear 
that there is currently no incentive to increase the cost of 
scanners with greater computing power. 

Response H 
 
1. Quite a lot: a number of algorithms have been presented that will provide 
better IQ than current algorithms used in EDS. I think it is just a question of 
finding a good tradeoff between better performance and real time operation. 
 

a. What acceptance criteria should be used to determine if a 
reconstruction algorithm is better than prior methods? 
 
A combination of cloud performance on threats, as defined by LLNL 
for example, and performance on the NIST phantoms. The first is more 
relevant, but the latter reduce the exposure to sensitive 
configurations. 
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b. Are there differences for few- and many-view scanners? 
Not clear what this means. Of course, the algorithms will need to be 
optimized for the two cases 

 
c. Do you think better reconstruction algorithms can lead to better 
detection performance? 
Yes. Better algorithms will mostly lead to lower false alarm rates, 
which can be traded off for better detection. Algorithms that reduce 
artifacts will reduce the variability that ATR needs to deal with. 
Algorithms that improve/preserve resolution will provide better 
segmentation of thin objects and will preserve the true "density" 
more. 

 
- What are the most promising areas in which to look? 
Metal artifact reduction algorithms, as well as iterative 
reconstruction ones, both for full CT and for limited views or 
limited angle CT. 
 
- What are barriers to moving towards real world applications? 
The incentive to do so. I have no doubt that if detection/false 
alarm rates were rewarded (from an acquisition point of view, 
for example), vendors would find very creative ways to get into 
their systems the ideas that 3rd party vendors and academia are 
generating. 

Response I 
 
1. Opportunities for better reconstruction algorithms are possible only when 
the manufacturers release sinograms for algorithm developers to use. This is 
not likely to happen because of (a) various proprietary concerns of the 
manufacturers, and (b) the algorithm developers who work for 
manufacturers will do everything possible to shut out other developers. The 
reason for item "b" is because of the inherent job-insecurity prevalent 
among the development and research engineers at the manufacturers. 
 

a. NIST should be tasked with developing this criteria. Though the 
requirements for explosive detection and medical CT are different, it 
does not hurt to have standard reconstruction algorithms. Currently 
they are to some extent esoteric and based on various tweaks, many of 
which do not have a mathematical basis. The best reconstruction 
algorithm is the one that gives the best image quality. 
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b. Are there differences for few- and many-view scanners? 
Do not wish to answer this question 

 
c. Yes. Given a perfect image, detection algorithms can then focus on 
extracting the maximum object information possible from these 
images. Poor reconstruction leads to larger noise content in the image 
and the detection algorithm will have to thus work with a poorer 
signal. 

 
- What are barriers to moving towards real world applications? 

1. Computing power available; much has to be done in a 
very short period of time . 
2. Reluctance of the TSA/DHS to enforce a common 
imaging format - they seem to be very deferential to 
manufacturers who continue to use their own unique 
proprietary format. 

Response J 
 
1. Improving the physics model in iterative and possibly in analytical 
algorithms. 

 
a. It seems difficult to separate segmentation and reconstruction. The 
ultimate criterion is obviously to have higher or same probability of 
detection with same or fewer false positives. To see one 
reconstruction algorithm is better than another one, a dedicated 
optimal segmentation would be needed for each of them, to ensure 
that the results of the comparison is fair. I guess this is not feasible. 
Instead, one could attempt to define a series of objects with key 
features, together with reasonable metrics to quantify to what extent 
these key features are preserved in the reconstruction. That would 
allow quantative comparison of reconstruction algorithms. As 
discussed in the meeting, a simulator would be very useful for that. 
Such a public domain simulator would most likely become rapidly 
popular in the medical CT community as well. 
 
b. I think so. For few-view scanners, the use of a priori knowledge (i.e. 
constraining, penalties, object models...) is essential to obtain useful 
images. For many view scanners, one usually needs some noise 
suppression, but good images can be obtained without other more 
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informative (i.e. more specific) prior knowledge models. More 
informative models will do more damage when they are not valid, so 
for few view scanners, the evaluation of this prior knowledge is 
essential. 

 
c. Yes.  I would say a reconstruction algorithm is better when it is 
more quantitative and/or less prone to artifacts and/or more robust 
against noise. Such algorithms are expected to make the segmentation 
more reproducible and more reliable. 

 
- What are the most promising areas in which to look? 

- better modeling of the physics  
- using energy information (dual energy, photon counting 
detectors...)  
- with iterative reconstruction, the constraints on the 
scanner geometry are relaxed. One could experiment with 
unusual geometries to improve the sampling. E.g. 
redundant sampling would reduce the sensitivity to small 
dense objects that stop nearly all photons 

 
- What are barriers to moving towards real world applications? 

- detailed information about the scanners is needed if 
better acquisition models are used during reconstruction. 
 - processing times 

Response K 
 

1. Plenty - metal artifact removal, beam hardening correction, statistical 
reconstruction methodology (not necessarily iterative!) 

a. Need simulation toolkit and data that mimics typical threats as close 
as possible - then run the data with different recon algs through the 
entire image processing chain, including threat detection This is much 
better than stopping in the middle of the chain with metrics that don't 
represent the overall task. 
 
b. Of course: the few-view machines will always be missing 
fundamental object information of some kind, especially since the 
objects are unpredictable - for a recon comparison, the algorithms 
need to be evaluated separately. 

 
c. Yes. Of course, we need to be sure we define 'better' correctly. 
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- What are the most promising areas in which to look? 
Refer to question 1 

 
- What are barriers to moving towards real world applications? 
Main barrier is to be able to represent the 'typical threats' 
through simulation - A good simulator can give you a valid 
comparison, provided we are not too distant from 'actual 
threats' 

Response L 
 
1. Advanced algorithms can help HS applications. 
 

a. Standard datasets. 
 

b. Yes. 
 

c. Yes. 
 

- What are the most promising areas in which to look? 
Dictionary learning 
 
- What are barriers to moving towards real world applications? 
Funding 

 

Response M 
 
(no response to question 1) 
 

Response N 
 
1. Full-view reconstruction is quite mature nowadays, however, it is still a 
challenge for limited view scanners 
 

a. speed and resolution 
 
b. Yes, the few view scanners usually have lower resolution 
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c. The higher the resolution, the better the image segmentation and 
better classification. 
 

- What are the most promising areas in which to look? 
artifacts reduction 
 
- What are barriers to moving towards real world applications? 
metal artifacts 

 

Response O 
 
1. There are limited opportunities because of a lack of data. Data sets must 
be constructed that can be distributed to research groups. 

 
a. Recovered mass and volume of test objects, placed in various 
orientations, locations, containments and clutter. These should be 
accurate and precise. 

 
b. Probably. Accuracy may not be possible, but precision may be 
possible. 

 
c. Yes.  Improvements in artifact reduction will be useful. Non-linear 
processing of the reconstructed images for noise reduction and edge 
enhancement may be helpful (but I don’t know that much about 
performance of current EDS systems) 
- What are the most promising areas in which to look? 
Metal artifact reduction seems the most important Scatter 
compensation Beam hardening compensation 
 
- What are barriers to moving towards real world applications? 
I think that vendors are not completely candid about all the issues 
they face. Maybe they are right not to be, I don’t know. But it makes it 
harder to do a good job when one doesn't know the issues. 

 

Response P 
 
1. There is no "magic bullet" but an engineering problem. Working with real 
threat data and measuring performance at the system level should lead to 
identifying good algorithms provide several reconstruction algorithms - 
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some may be better for segmentation, some for developing features for 
segmented objects. 

 
a. Pd/Pfa curve for threat classification in the presence of multiple 
groups of confusers. Have some confuser groups for testing that are 
not available for training. 
 
b.  Don't know. 

 
c. Yes. 

 
- What are the most promising areas in which to look? 
No Response 
 
- What are barriers to moving towards real world applications? 
Lack of access to threat and unbiased clutter data lack of 
interest from the vendors as they do not see TSA rewarding 
them for better performance in the near future. 

Response Q 
 
1. There is great potential. Notwithstanding the infuriating lack of common 
evaluation, quite a few of the talks showed potential. 
 

a. This is a big topic and I cannot understand why it is not addressed 
fairly and squarely. The ADSA meetings ought to be used to develop 
such criteria. My own view is that the effect of metallic objects is the 
over weening problem so it would be useful to generate a defined task 
based on some of the existing bags. The effect of metal objects is to 
introduce unwanted striations so a measure of success would be to 
alter the homogeneity of the underling image. There are many 
homogeneity measures - entropy being the most obvious but we could 
think of others. I would certainly enjoy working out the alternatives. 
 
b. Not sure I know enough to answer this question. Obviously I would 
not wish an evaluation that varies by machine parameters. 

 
c. Yes.  It is kind of self referential. By better that is what I mean. 

 
- What are the most promising areas in which to look? 
Metal objects. 
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- What are barriers to moving towards real world  
applications? 
Lack of commonly agreed evaluation 
 

Response R 
 
1. This appears to be a fairly mature technology, with only incremental 
improvements on the horizon 
 

a. Observable features must be mapped to desired aspects of interest, 
and the degree to which the reconstruction correctly presents these 
features is the accurate metric. Determining these features is the 
hardest challenge. 
 
b. yes 
 
c. Yes.  Unless the interpretation only adds noise, better algorithms 
improve performance. 

 
- What are the most promising areas in which to look? 
No Response 
 
- What are barriers to moving towards real world applications? 
Inherent inability to define relevant features which are 
observable. 
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Question 2.  How can the advances made by third parties be accelerated into 
fielded systems? 

• What incentives should be put in place for incumbent vendors and 
3rd parties? 

• Should 3rd parties be funded by the Government directly? 
• How can projects be given to third-parties who cannot access 

classified information? 
• Which projects are suitable for third-parties? 
• What differences are there for academic third parties and 

commercial third parties? 
 

Response A 
 
I spoke with two “reconstruction” academics (one on “soft” and one on 
“hard” money) and asked what a PhD student would cost (burdened and 
including mentoring time), and they both came up with a number on the 
order of $60-80k. So a 4-year commitment to three students would cost on 
the order of $1M. Is that on the order of magnitude of what S&T is willing to 
fund? Could a small program be built around reconstruction (or 
segmentation or ATR) in which:  
 

• S&T works with the vendors to define a targeted BAA on a problem. 
Maybe this has mostly already been done in the definition of the 
segmentation and reconstruction grand challenges; most of the input 
is there, at least. The BAA call is explicitly for one student and 
mentor (i.e., the intent is not to fund your whole group) and the 
project will also involve an (unfunded by DHS) industry mentor, 
which will encourage the proposers to reach out to vendors at the 
proposal stage.  

• Academics propose against the BAA; S&T (and vendors?) review the 
proposals  

• The projects are linked through an annual ADSA-like event. And 
maybe other outside parties are invited to these events, so that it is 
not only the vendors that were included in proposals that reap the 
benefits, and other 3rd parties can get a hint on direction of current 
interests. 
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Response B 
 
2.  Third parties who publish their work in open literature should expect 
that work to make its way into commercial products. 

 
a. Vendors should be incentivized by the acquisition system to be 
more open to data sharing agreements. 

 
b. Yes, at the basic research level. 
 
c. Synthetic data sets. The ability to generate very large volumes of 
representative data at various stages of processing is an enormous 
gap - solving it would lead to advances in the field. 

 
d. Generating large scale realistic representative data sets would be an 
excellent area for (e.g a university with a lot of compute capability). 

 
e. The business incentives are different. B 2 B relationships are much 
easier - more flexible. Universities can be difficult to work with - one 
size does not fit all. 

 

Response C 
 

a. Funding 
 
b. Yes better Govt->OEM->3rd party 

 
c. most recon work can be cleansed into domain 
 
d. feasibility studies, concept development 
 
e.   - different motivations, so need  

- commercial terms  
- IP ownerships/rights.  

 
Should be some incentive for improvement in operational FAR. 
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Response D 
 
2. Hire them to do just that. Identify a specific need for an incremental 
improvement and just do it. 
 

a. The best incentive would come from the government, to somehow 
allow vendors to be differentiated based on detection and false alarm 
performance, and to have sales depend on performance. Vendors have 
to sell machines to survive. The only incentive that makes sense is one 
that would or could result in sales. The other alternative would be to 
treat the algorithm performance achievements as a national asset and 
facilitate its continuous improvement through grants. But for vendors 
at least there still has to be a link to sales. 

 
b. Doing so would be a move toward the "national asset" model 
alluded to above. 

 
c. Targeted problems using simulants. 

 
d. This is too vague a question because it depends on the 3rd party. 
Theoretically any project, no matter how big or small, could be 
specified, and a 3rd party entity could be established that is able to 
achieve it. 

 
e. Many. Most importantly is the answer to the question, "what's in it 
for them?" Academics have a set of goals that are usually publication-
centric. Commercial 3rd parties are more driven by profit. Time is less 
important (generally) to academics than to commercial entities. 

 

Response E 
 
2. For incumbent vendors, they will need to be willing to change their 
existing systems. This is a MAJOR hurdle to overcome since change this early 
stage step has significant impact on every follow-on step: segmentation and 
detection primarily. However, that also means that improving this step can 
have a significant POSITIVE improvement to all subsequent stages as well. I 
think vendors may be willing to outright buy licenses to complete recon 
algorithms that can be directly incorporated into their systems. Which 
hardware? How much memory is required? What kind of video hardware 
requirements? How much time per recon? Etc. 
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a. This is challenging since you first need a quantitative metric to 
guage image quality. Then, once a ranking of methods can be 
established vendors can choose which to incorporate. I think the most 
practical method to encourage incumbent vendors is to PAY them to 
include BETTER recon methods into their EXISTING equipment and to 
include some SUPPORT to insure their CERTIFICATION status is not 
put at risk. I think this can only come from DHS. Meaning, I think DHS 
will need to foot the bill for upgrading vendors. Perhaps there can be a 
list of "approved" recon methods and vendors must choose at least 
one and DHS will pay for retrofitting existing systems with the 
algorithm. Thus, DHS would pay the vendors costs for retrofitting and 
also pay the 3rd party developer who created the new recon method. 
With this in mind, one could consider employing a certification 
process not just for the detection step, as it is currently done, but for 
certifying every key step along the way: recon, segmentation, AND 
detection. And vendors will need to use certified components 
(possibly from 3rd parties) for each step. 
 
b.  Everyone is in a safe "holding pattern" right now waiting to see 
what DHS/TSA are going to do. No incumbent vendors are willing to 
risk their current market share by changing their existing systems. 
Thus, the only practical mechanism for 3rd parties is to be directly 
funded by DHS. 

 
c. Collect exemplar data in a non-classified manner, similar to how the 
CT segmentation project was done. Or, give promising 3rd party 
vendors limited clearance to be able to work on this data. They don't 
need to be fully privy to the details, just enough to get the work done. 

 
d. All. 

 
e. Academic third parties have major limitations in developing 
practical commercial-quality "modules" that can be incorporated into 
vendor systems. They may be able to develop a fancy new algorithm, 
but it takes professional software developers to build 
implementations that can be used in commercial systems. I don't think 
licensing issues are insurmountable in either case. 
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Response F 
 
2. Prove that they are, in fact, advances. I've heard many claims, but the 
segmentation workshop algorithms were relatively inconsequential in terms 
of improvements (if it had any at all). I suggest working on an unsolved 
problem, rather than trying to "improve" one that already exists. This whole 
workshop pre-supposes that ATD is not already a solved problem. I think 
that's not a valid pre-supposition. 

 
a. The opposite of today's environment, where there is 100% risk and 
no value. 
 
b. Yes.  However, the gov't needs to get its IP rights less stringent. 

 
c. Classified isn't the problem. Export control (and SSI) are. So, create 
non-SSI requirements. 
 
d. Directed ones. Open research doesn't seem to work here, because 
there cannot be open discourse about what's already been done. 

 
e. No Response 

Response G 
 
2. DHS and TSA need to develop comprehensive funding mechanisms that 
encourage vendors and third parties to collaborate. At present, the vendors 
do not have resources for funding third parties. Moreover, they are overly 
protective of their intellectual property. 
 

a. To reiterate, DHS and TSA need to develop comprehensive funding 
mechanisms that encourage vendors and third parties to collaborate. 
The current system is not broadly known and it is much too limited. 

 
b. Absolutely. The vendors do not currently have enough money to 
foster collaborations with third parties on their own. The companies 
are simply too small to allocate money to R&D that might not pay off 
immediately. 

 
c. Much can be done without classified information. We can develop 
sets of phantoms that display common problems and weak points that 
are already in the public domain. 

62

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



 
 

 
d. Development of simulation tools and algorithms. Hardware 
development is best left to the vendors. 
e. Academic third parties can often operate more cheaply than 
commercial third parties. However, academic third parties generally 
seek a larger time-commitment, whereas commercial third parties can 
deliver results quickly. 

Response H 
 
2. See my previous answer: incentives for vendors that reward better 
detection performance. Today acquisition decisions are made with no 
consideration for detection (once a system passes certification), as we were 
told during a contract debrief. 
 

a. The incentives can be of two types: 1. Funding of research: this 
would be especially beneficial for academia and 3rd parties but it 
would not necessarily needed for vendors (2nd parties) if the next 
incentive is in place 2. An acquisition system that rewards better 
performance (detection/false alarm) through a tiered pricing 
structure. 
 
b. Yes.  It is important for the government to have something at stake 
in this process, and it is important to fund research for academia and 
smaller businesses. 

 
c. One possibility is to couple the third party with an institution (a 
vendor or a national lab for example) that has access to the classified 
information. In this way, this institution can act as a buffer and filter 
(the details would depend on the specific task/project) For example, 
take the development of a new reconstruction. The third party would 
have access to, for example, the image of the CT NIST phantom, and 
would be told to optimize the algorithm for the metrics measured by 
that phantom. At the same time the institution would have a set of 
critical bags where the algorithm would be measured. Once the 
institution receives the optimized algorithm, would evaluate the 
performance on the critical bags and provide feedback to the 3rd 
party (for example: decrease a bit the resolution to improve noise...or 
something like that). 2 The method described above can work, but it is 
not the most efficient to get progress. Alternatively, the government 
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should consider more to allow limited clearances to individuals 
working in this field. 
 
d. Pretty much all of them 

 
e. Commercial third parties eventually want to make money. As such, 
funding is an incentive but it is not sufficient. The government should 
make sure that that there is a plan/strategy in place for commercial 
third parties to transition their technology/products to vendors. 

Response I 
 
2. 1. With the current organizational and political set up there is no way that 
third party advances can be put into fielded systems without a manufacturer 
buying the third party. 2. The whole DHS/TSA-Industry liaison is geared to 
preventing small third parties from doing business with either. DHS/TSA has 
made it very hard for small companies to get any contract from them, unless 
it is in the form of a subcontract to a larger company. Furthermore, SSI 
requirements makes it impossible for small business to get the required 
information for them to advance the technology. 
 

a. 1. Force manufacturers to spend 20% of their R&D budget 
subcontracting to small companies. By small companies I mean 
businesses with less than one million dollar per year revenues. 2. TSA 
should remove all this Dun & Bradstreet requirements. Registering 
with D&B is mandatory. Why should it be? All it does is make start up 
companies look financially non-viable. The government should not be 
making registering with a private organization like D&B mandatory. If 
they are interested in the financial status of the company they can ask 
for income tax returns. 
 
b. Yes. The current system forces small companies to be totally 
subservient to large companies. During ADSA07 it was apparent that 
even the Northeastern University researchers and staff were only 
interested in talking to large companies. They were not interested in 
talking to small companies. Closer collaboration between universities 
and small companies would result if the Government funded small 
companies directly. 

 
c. The Government should provide a methodology for this. It is always 
the individuals that protect the classified information, not the 
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company. Furthermore, most of what passes off as classified 
information is widely available on the internet and it makes no sense 
to classify either detection or reconstruction algorithms as secret etc. 

 
d. 1. Systems engineering 2. Generation of specificiations for systems, 
detection, reconstruction and image quality 3. Graphical user 
interfaces 4. Algorithm development 

 
e. Please see answers above. 

Response J 
 
2. (I am from the medical community, I have no experience with systems for 
HS) For evaluating new reconstruction algorithms on real data, one needs to 
have detailed information on the system. In the medical community, not all 
manufacturers are willing to share those, even under non-disclosure 
agreements. I guess this problem will even be larger in security applications. 
 

a. No response. 
 

b. For the medical community I would definitely say yes, because 
otherwise longer term (more fundamental) research may not get 
financed. I don't know if this also holds for HS. 
 
c. Depends on the problem that must be solved. I guess this problem 
will be hard to solve for something like the detection of a new and 
particular type of threat or so. For reconstruction, I guess this is not a 
major problem. The design of CT scanners may be a company secret, 
but would probably not be classified information. A reconstruction 
algorithm that works really well for one scanner would probably also 
work well for another slightly different one. We work on CT and 
microCT obtaining similar results, and same for our research in 
emission tomography (different type of PET and SPECT systems). So I 
think useful reconstruction research is possible without the need for 
revealing very sensitive information. Therefore, useful CT 
reconstruction can be done without the need for revealing all details. 
 
d. see above. 
 
e. I am academic. If the project would fit in my ongoing research 
projects, and if at least some of the results can be published, I might 
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need less money to do it, because part of the project could then be 
done by already available researchers. If publication is not possible at 
all, the work would have to be done by someone who would then not 
be working on a PhD. It would be a bit harder to find such candidates, 
and it would be impossible to find additional money outside the 
project. As mentioned in the workshop, academic partners probably 
tend to be better for longer term research. 

Response K 
 
2. Get the funding from DHS to allow third parties with advanced experience 
to work with the vendors directly, applying their advances to fielded 
systems, sharing and/or licensing IP as appropriate 
 

a. As stated above, make sure funding and fair and appropriate 
assignment of IP is provided For academia, insure publication can be 
supported by appropriate substitution of 'real' threat material and 
assigning IP appropriately as stated above 

 
b. Yes. Depending on the project, this could be very appropriate. For 
example, generating a common base of evaluation tools and data, 
including simulation software to define and generate threat phantoms 
would be a very important project that might be best funded by the 
Government 

 
c. 1) Work with the vendors who have access to the classified 
information, but can work with the third party 2) In general, 'actual' 
threats substituted by 'equivalent' threats should allow third parties 
to work on the recon and image processing issues without being privy 
to the classified information 

 
d. By performing the above, a rather broad set of projects should be 
suitable for third parties, including system design (working in 
collaboration with a vendor or an SBIR funded effort as a start-up), 
reconstruction, image processing, threat algorithms, and simulation 
and evaluation tools. 
 
e. Academic parties need to have their IP negotiated and handled by 
their technology office which likely is quite different than working 
with commercial parties Journal publications are of higher priority for 
academic parties Grant monies may be easier to acquire through a 
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joint academic effort than a joint commercial effort. An academic third 
party's contract would be negotiated by an office of special projects 
rather than directly with a consulting team or commercial third party, 
which is probably a simpler process and can be focused better to a 
specific project need. 

Response L 
 
2. Funding 
 

a. Funding 
 

b. Yes. 
 

c. Simulated datasets. 
 

d. Recon. 
 

e. Academic 3rd parties need funding more urgently. 

Response M 
 
No response. 

Response N 
 
2. IP protected alliance between a third party with a vendor. 
 

a. IP protection and profit sharing 
 

b. No.  This will turn vendors away, vendors don't want to be pure 
hardware suppliers. 
 
c. The third party should get clearance, perhaps with the help from the 
Government. 

 
d. Reconstruction and generic segmentation 
 
e. academic third parties should be converted into commercial third 
parties. 
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Response O 
 

2. No Response 
 

a. No Response 
 

b. No Response 
 

c. Maybe it is possible to create similar problems (eg 
simulations/medical ). If third parties want to publish, I dont see how 
the issues (eg image quality problems) can be kept undisclosed unless 
they are applied to another domain, and no mention of luggage is 
made. 

 
d. Projects that can be disguised as other projects that they can 
publish. For every security CT problem, create a problem in another 
domain (medical CT, optical imaging, photography) that the project 
can be applied to, so they can publish it. 

 
e. No Response 

Response P 
 
2. provide datasets at SSI level 
 

a. forecast future acquisition and requirements. Provide clear 
explanation how performance quality and cost will be weighted 

 
b. Yes. Provide competitive environment by having separate RFPs for 
exploitation systems. 
 
c. match performers so that algorithm developers work jointly with 
companies who can test in classified environment 

 
d. most decoupled from the hardware - classification, segmentation, 

 
e. commercial 3rd parties need different type of contracting and 
incentives. Current grand challenges require for a lot of upfront labor 
for no apparent benefits. this works for grad students but not for 
businesses contracting: SBIR topics, for example, on CT classification. 
Consider "rapid innovation fund" RIF, a recent program focused on 
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transitions incentives; provide future acquisition opportunities where 
DHS buys exploitation systems from 3rd parties or at least promotes 
integration of 3rd parties with vendors. These incentives need to be 
known in advance to motivate 3rd parties to participate. 

Response Q 
 
2. It will happen. You need multiple researchers, multiple vendors and a 
competition for quality. I have spoken to some vendors who believe that 
quality is not properly incentivized by the TSA. If so, there is a potential 
problem. 
 

a. Well I work in a university. I attended this meeting, despite rather 
discouraging discussions with a vendor previously, to see if it was 
worth carrying on with work in this field. The answer is no. There is 
no funding on the table, and right now, the vendors are not really 
interested. So that leaves us with the academic gains - what 
publications could result? Not many because the data are not in the 
public domain, there is restricted competition from other universities. 
So the field is academically dead. 
 

 b. Yes. Actually I do not care who funds us. But I think lack of funding 
is a problem. 

 
c. You either have to develop surrogate problems. Or, as in the UK, you 
have to work with a subset of trusted partners. 

 
d. All. 

 
e. Academics want peer acclaim and publication. The current format 
does not really provide that. 

Response R 
 
2. No Response 
 

a. No Response 
 

b. Yes. To ensure leaps in technology development, new work must 
not be encumbered with short-term, product-based, IP-restricted 
funding to third parties. 
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c. Cleanse the information of its classified aspects so that uncleared 
investigators can work on fundamental research. This is acceptable to 
both those who specify the large technological problems, and those 
who solve them 

 
d. Basic research, fundamental science, new modalities, new 
algorithms, computational experiments, parameter studies. 

 
e. Academics can work on higher risk projects, and they publish their 
results. Thus, academics boost the technology for all involved in the 
technology development. 
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Question 3.  What did you like about this workshop? 

Response A 
 
The themes of morning to afternoon to next day were pretty clear this time. 
Not that they have not been in the past, but this time the themes were really 
clear. Doug’s talk was great – this seems like work that was overdue; it could 
have been the preamble to the first workshop. 

Response B 
 
This is a rich and dense workshop. We cover a great deal of ground in a short 
period of time. Many views are represented. 

Response C 
 
Focus of presentations on recon w'examples of improvement. 

Response D 
 
Networking with so many key people in the security industry - great coming 
together of government, academia and industry. 

Response E 
 
Everything. Good discussion. Good links between recon problems and how 
they cause problems in follow-on steps such as segmentation. And I also 
liked the candid discussion about involving 3rd parties. 

Response F 
  
Better openness about the discussions. 

Response G 
 
The overall program was much better than ADSA 4. The organizers did a 
great job by including speakers on the topics of image quality and 
segmentation. 

Response H 
 
The interactions. 
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Response I 
 
It gave me a chance to meet a few people in the field. 

Response J 
 
Relaxed atmosphere with many discussions. The group stays together for 
lunch and dinner, which is good for discussions and contacts. 

Response K 
 
The networking and more open sharing of technology and requirements. 

Response L  
 
Discussions. 

Response M 
 
Open interaction format, Government perspectives. 

Response N 
 
Networking opportunities. 

Response O 
 
It was organized well. People were supportive of each other, and the 
criticisms were constructive. I don’t think this was always the case in ADSA 
workshops, maybe this time there were fewer vendors… 

Response P 
 
No Response. 

Response Q 
 
I really commend the compressed format. Northeastern are very hospitable 
and Boston is an excellent location. And I particularly enjoyed the talks from 
the vendors and from Vincent Eckert - it's really nice to hear about problems 
from the horse's mouth. 

Response R 
Open exchange of ideas.  
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Question 4. What would you like to see changed for future workshops? 

Response A 
 
One of the problems with brainstorming – maybe a better term would be 
free-form suggestion – is that you get a lot of “wouldn’t it be great if we 
could do this, and then that would happen, and …” and there is not a lot of 
concrete (or “action items”) at the end. I do not think that the free-form 
discussion should end; it seems valuable. But it is frustrating to hear again 
(from the same people) that we ought to build phantoms, or that we need 
system details (or that we ought to define image quality on a task basis!!). 
Maybe these things get catalogued, acknowledged in some way so that we 
move on quickly. 

Response B 
 
I would like to see a workshop at which DNDO provides a comprehensive 
overview of the direction this field is headed, something like a "concepts 
development" or "deep futures" workshop. 

Response C 
 
Nothing - these are extremely well organized and run. 

Response D 
 
Can't think of anything, thought it was great. 

Response E 
 
Everything. Good discussion. Good links between recon problems and how 
they cause problems in follow-on steps such as segmentation. And I also 
liked the candid discussion about involving 3rd parties. 

Response F 
 
Don't have Harry & Carl tell us what we've proposed going forward, when 
it's clear that's not what we said. Have a few break-out sessions. Smaller is 
better for progress. 
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Response G 
 
I would like to see more leadership from DHS on the subject of supporting 
third-party involvement. Also, more talks on segmentation and threat 
detection algorithms would be nice. 

Response H 
 
No response. 

Response I 
 
1. I was surprised to see people marketing their firms on this workshop on 
the second day. This should not be done. 2. The DHS/TSA representatives 
should be made to make specific comments about how they can help. 
Currently they just mouth platitudes and broad generalities. 3. The DHS/TSA 
and Northeastern staff should be accessible for discussions with small 
companies. They seem to be only interested in talking to large companies. 

Response J 
 
A disadvantage of starting with the conclusions is that the speaker then gets 
questions that would be answered by the presentation anyway. I think this 
results in a somewhat inefficient use of the presentation time. In the list of 
attendees, I would add the e-mail addresses (I guess almost everyone would 
be happy to have their e-mail in that list). That could encourage post-
workshop e-mail discussions. 

Response K 
 
Perhaps use the workshop to define individuals or teams that can lead 
common efforts and how these efforts should be funded - right now, it is not 
clear who should take up the lead in a common effort: e.g. if we are to have a 
common simulation and evaluation capability, who will lead, manage, and 
take ownership of this so that it can be properly funded, maintained, and 
executed? 

Response L 
 
Discussions. 
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Response M 
 
Questions (including this survey) tend to be competition sensitive, which 
limits contributions from established industry to open discussions. 

Response N 
 
More commercial third parties involvement, more product based solutions. 

Response O 
 
Introductory speeches should be shorter. (People can lose focus in the 
technical presentations if they have been sitting too long). 

Response P 
 
Focus on classifiers, fusion, results on real data. Separate workshop in SSI 
environment. 

Response Q 
 
It should be mandatory to have a talk on evaluation. 

Response R 
 
No Response. 
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Question 5. Do you have recommendations for future workshop formats? 

Response A 
 
There were a number of topics mentioned (but I only wrote down comments 
on a few):  
 
How would the “body bombs” topic differ from ATR for AIT systems? Are 
you considering detection modalities (IR imaging, ultrasonics) that would 
not otherwise be considered in another AIT workshop? It is not clear to me 
that the body bomb would have different signatures than you would have for 
other AIT detection tasks. Perhaps a BB discussion (part of a day) at an AIT 
workshop would be warranted, but it does not seem to deserve a whole 
workshop (unless I am really missing some portion of the detection space). - 
Video analytics would expand the group, especially on the vendor side. 
There are groups at PNNL that have video analytic projects (for JIEDDO, 
DHS) that would be very interested in this topic, but dilution of ADSA energy 
with another topic may result in loss of momentum from current topics (CT, 
AIT, data fusion). 
 
Cargo – so the deal with cargo is that the package is bigger, but the threat 
size does not change dramatically, which makes the problem much harder. It 
also gets people thinking of probing with other particles (mostly neutrons, 
but the muon people show up, too). And it turns out that most of the photon 
and neutron signatures have been explored by the FAA / TSA going back to 
the 80’s if not earlier. If ADSA goes down that route, I would suggest coaxing 
someone like Lyle Malotky to give a brief history of the types of systems 
explored, or the physics exploited, by the FAA in the past.  
 
SNM – different set of signatures. Still have (really-high) density and (really-
high) Z, but you also get the spontaneous- and induced-emission signatures. 
I think that this would have to be coordinated with DNDO or NNSA to be 
done efficiently.  
 
Next-generation checkpoint – sort of a superset of the fusion problem – how 
can we coordinate all of the information gathered at the checkpoint and use 
it efficiently? Perhaps this was covered at the last two fusion meetings, or 
perhaps this is part of the video-analytics topic area. I think that many of the 
usual ADSA suspects would be interested, but there should be some new 
people as well. 
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How about a meeting to launch the reconstruction challenge? Realistically, it 
is going to take a few months for a small group to come to consensus on 
things like phantoms, preliminary metrics, scanner, simulation criteria – all 
the details necessary for the recon challenge. What if the first pass at all that 
was complete in time for the next meeting – including a couple of data sets 
that could be discussed, maybe even downloaded to everyone’s laptop – and 
the rules (and reasoning) were to be discussed with the possibility of 
change? (So a small group makes the preliminary definitions, rules, etc., but 
then the larger group can weigh in, rather than a large-room-free-for-all 
rule-making session.) The deadline for proposals could be a few weeks after 
the meeting, time enough to get the data and proposal rules out to outsiders 
as well. (Hmmm, of the 5 groups that were funded last time, how many had 
no previous connection with ADSA?) 

Response B 
 
I really believe the format is well balanced - nearly ideal. 

Response C 
 
The student poster session before dinner was excellent! Continue. 

Response D 
 
Shorter survey!! This is taking me a long time ... Really, the workshop format 
was perfect. 

Response E 
 
I think it's structured fine. 

Response F 
 
Fewer speakers. 

Response G 
 
The overall program was much better than ADSA 4. The organizers did a 
great job by including speakers on the topics of image quality and 
segmentation. 
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Response H 
 
No response. 

Response I 
 

• More breaks 
• Fewer speakers 
• More planning is needed that we all feel we are participating. Small 

businesses and consultants feel left out. Presentations should have 
more content - this year presentations were really thin in content. 

Response J 
 
Relaxed atmosphere with many discussions. The group stays together for 
lunch and dinner, which is good for discussions and contacts. 

Response K 
 
Workshop is of about the proper size and the number of speakers is ok - 
however, it would be great if there would be a way to have 'breakout groups' 
identified in the course of the workshop such that, e.g., third parties can 
discuss potential collaborations directly with vendors more formally, rather 
than by 'serendipity' in the course of the refreshment and dinner breaks. 

Response L 
 

• Smaller size 
• Focused working groups 

Response M 
 
No response. 

Response N 
 

• More breaks 
• Focused working groups 
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Response O 
 

• Focused working groups 
• Keep the introductions short. 

Response P 
 

• Focused working groups 
• tables in front of some chairs 

Response Q 
 
Focused working groups. 

Response R 
 
No response. 
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Question 6. What topics would you like to see addressed in future workshops? 

Response A 
 
No response. 

Response B 
 

• DICOS 
• Synthetic data and test data sets 

Response C 
 
DHS S&T scatter imaging initiative discussion. 

Response D 
 

• Cargo 
• Stand-off - personnel 
• Third party - development and deployment 
• Body bombs 
• AIT (MMW, XBS) reconstruction 
• security checkpoints, especially aviation - whole solutions; data 

mining and apps to security 

Response E 
 

• Cargo 
• Third party - development and deployment 
• DICOS 
• AIT (MMW, XBS) reconstruction 

Response F 
 

• Special nuclear materials 
• Cargo 
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Response G 
 
Third party - development and deployment. 

Response H 
 

• Special nuclear materials 
• Cargo 

Response I 
 

• Third party - development and deployment 
• DICOS 

Response J 
 
No response. 

Response K 
 

• Third party - development and deployment 
• Identification of 'breakout groups' as discussed in the previous 

question 

Response L 
 

• Cargo 
• Stand-off - vehicle 
• infrastructural imaging 

Response M 
 
No response. 

Response N 
 

• Special nuclear materials 
• Cargo 
• Third party - development and deployment 
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Response O 
 

• Cargo 
• Body bombs 
• AIT (MMW, XBS) reconstruction 

Response P 
 

• Stand-off - personnel 
• Stand-off - vehicle 
• Video Analytics 
• Third party - development and deployment 

Response Q 
 
Video Analytics 

Response R 
 

• Stand-off - personnel 
• Stand-off - vehicle 
• Body bombs 
• AIT (MMW, XBS) reconstruction 
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Question 7. What other comments do you have? 

Response A 
I think that you have read enough. 

Response B 
 
Thanks for another excellent workshop. 

Response C 
Discussion from Matt Cobey did not agree with any near-term practice at 
TSA. More like what they wish it were? Or their perception of reality. 

Response D 
Thanks for a great workshop. Please make a shorter survey next time :) 

Response E 
 
It's one thing to have a workshop to discuss change. It's another to actually 
have change. 

Response F 
Amazingly, when you get a room full of reconstruction experts, they think 
that recon is the problem that needs to be solved. How about adding 
expertise from further afield? 

Response G 
 
No response. 

Response H 
We are at the 7th workshop, and the incentives are still missing...soon 
people will start to ask themselves why they should invest their time in 
these workshops. 

Response I 
1. The goal of the organizers is commendable. 2. Small organizations should 
also be consulted during the planning of ADSA08. 

Response J 
No response. 
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Response K 
 
Looking forward to the recon challenge - This is where simulation and 
phantom development would be very helpful as discussed earlier in the 
questionnaire. By learning from the effectiveness of previous workshops, 
another iteration through these topics should greatly benefit the generation 
of real, effective collaborations. 

Response L 
Funding mechanisms to make real progress. 

Response M 
 
No response. 

Response N 
 
No response. 

Response O 
It will be nice if the proceedings can be available soon. 

Response P 
 
No response. 

Response Q 
 
No response. 

Response R 
 
No response. 
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14. Appendix: Acronyms 
 

Term Definition 

2D Two-dimensional 
3D Three-dimensional 
ADSA Algorithm Development for Security Applications (name of 

workshops at ALERT) 
ADSA01 First ADSA workshop held in April 2009 on the check-point 

application 
ADSA02 Second ADSA workshop held in October 2009 on the grand 

challenge for CT segmentation 
ADSA03 Third ADSA workshop held in April 2010 on AIT 
ADSA04 Fourth ADSA workshop held in October 2010 on advanced 

reconstruction algorithms for CT-based scanners. 
ADSA05 Fifth ADSA workshop held in May 2011 on fusing orthogonal 

technologies 
ADSA06 Sixth ADSA workshop held in November 2011 on the 

development of fused explosive detection equipment with 
specific application to advanced imaging technology 

ADSA07 Seventh ADSA workshop held in May 2012 on reconstruction 
algorithms for CT-based explosive detection equipment 

ADSA08 Eighth ADSA workshop to be held in October 2012 on 
automated target recognition (ATR) algorithms 

AIT Advanced imaging technology. Technology for find objects of 
interest on passengers. WBI is a deprecated synonym.  

ALERT Awareness and Localization of Explosives-Related Threats,  
A Department of Homeland Security Center of Excellence at 
NEU 

AT Advanced technology 
ATD Automated threat detection 
ATR Automated threat resolution; a synonym of ATD. 
BAA Broad agency announcement 
BHS Baggage handling system 
BIR Baggage inspection room 
BLS Bottle Liquids Scanners 
CAT Credential Authentication Technology 

85

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



 
 

Term Definition 

CCL Connected components labeling 
CERT Certification testing at the TSL 
CNR Contrast to noise ratio 
COE Center of excellence, a DHS designation 
CONOP Concept of operations 
COP Concept of Operation 
CRT Certification readiness testing 
CT Computed tomography 
DAS Data acquisition system 
DFT Direct Fourier Technique 
DHS Department of Homeland Security 
DHS S&T DHS Science & Technology division 
DICOM Digital Imaging and Communications in Medicine; 

http://medical.nema.org 
DICOS Digital Imaging and Communications in Security. NEMA 

standard for image format for security; NEMA IIC Industrial 
Imaging and Communications Technical Committee.  

EDS Explosive detection scanner that passes TSL’s CERT. 
ETD Explosive trace detection 
EXD Explosive detection directorate of DHS 
FA False alarm 
FAT Factory acceptance testing 
FBI Federal Bureau of Intelligence 
FBP Filtered back-projection 
FDA Food and Drug Administration 
Gordon-
CenSSIS 

Center for Subsurface Sensing and Imaging Systems, a National 
Science Foundation Engineering Research Center at NEU 

GT Ground truth 
HME Homemade explosive 
IED Improvised explosive device 
IMS Ion mobility spectrometry 
IQ Image quality 
IRT Iterative reconstruction  
LAC Linear Attenuation Coefficient 
LLNL Lawrence Livermore National Laboratory 
MBIR Model based iterative reconstruction 
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Term Definition 

MMW Millimeter wave 
MTF Modulation transfer function 
NDA Non-disclosure agreement 
NDE Non-destructive evaluation 
NEMA  National Electrical Manufacturers Association 
NEU Northeastern University 
NIST National Institute of Standards and Technology 
OOI Object of interest 
OSARP On screen alarm resolution protocol/process 
OSR On screen resolution 
PD Probability of detection 
PFA Probability of false alarm 
PPV Positive predictive value 
QPL Qualified products list 
QR Quadruple resonance 
RFI Request for information 
ROC Receiver operator characteristic  
ROI Return on investment or region of interest 
SAT Site acceptance testing 
SNM Special nuclear materials 
SNR Signal to noise ratio 
SOC Stream of commerce 
SOP Standard operating procedure 
SSI Sensitive security information 
SSP Slice sensitivity profile 
TBD To be determined 
TRX TIP-ready x-ray line scanners 
TSA Transportation Security Administration 
TSIF TSA Systems Integration Facility 
TSL Transportation Security Lab, Atlantic City, NJ 
TSO Transportation security officer; scanner operator 
WBI Whole body imaging; a deprecated term for AIT 
XBS X-ray back scatter 
Zeff Effective atomic number 
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15. Appendix: Minutes3 

Minutes: Day 1: May 15, 2012 
Carl Crawford: Good morning, and welcome to ADSA07. 

(Call to Order slides) 

Carey Rappaport: Unfortunately, Michael Silevitch is feeling so poorly that 
for the first time in 13 years, he is unable to attend this ALERT event.  
Hopefully he will be back tomorrow. 

Doug Bauer: I’d like to add my welcome to each and every one of you who is 
here.  We are very pleased by the communities that you represent and we 
hope that you will make individual partnerships, make connections with 
students during the coffee breaks and elsewhere.  What makes this seventh 
workshop very important is that as we discuss issues like reconstruction as 
it relates to CT-based technology, we come face-to-face with something that 
we have punted on in the past and need to punt on no longer.  How do we 
gain access to the data in security applications to help safeguard against real 
threats, including the family of homemade explosives that we have only 
barely begun to deal with?  In order to get access to that data, we need a 
trust between the government, third parties and vendors. How in the 
process of looking at real problems with real threat data with real machines 
that are deployed, can we concurrently protect the nation’s security (used in 
a broad sense) and make progress with respect to introducing the 
innovation that we can bring in through careful negotiation and agreements.  
We can lift the curtain so that security applications, as in the medical 
applications that we use each day, we make substantial progress on higher 
detection, lower false alarm rates, and keeping throughput the same if not 
higher. 

Laura Parker: I work with Doug and ALERT, we’re at the explosives 
division at DHS S&T.  Doug and I are trying to marry more students with 
vendors.  It happens naturally with ALERT, we also want to help foster more 

                                                           

3 Inaudible or missing portions of the minutes will be indicated in parentheses as 
(???).  
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postdoc and graduate internships.  Please come see me during this event if 
you have things and opportunities you can bring up to us.   

Richard Bijjani: When you say this is an area of interest for DHS, what does 
that mean?  Does that mean it’s sort of a matchmaking thing? 

Laura Parker: That’s a very good question, it won’t be immediate, but we’re 
definitely trying to explore DHS S&T fellowship programs which are open to 
industry also. 

Carl Crawford: LLNL is hiring. 

Matthew Merzbacher: We’re hiring, summer and permanent (Morpho). 

Doug Bauer: I have resumes to hand out too.   

Carl Crawford – workshop objectives 

CC: So the question essentially is, how do we make these images better?  In 
the past we’ve talked about doing reconstruction.  We moved on with 
segmentation first.  (Explains reduce cluster size diagram) 

Harry Martz: We’re going to talk about recon today and how to score recon 
and segmentation.  It’s very difficult, everyone has their own metrics.  What 
will be very useful is to figure out how to do it independent of those others.  
We did it right the first time but we did it after the fact.  If we do it up front, 
how do we start it?  So what are the features?  Which features do we use?  So 
we can do a scoring without going through the whole process.  And that’s the 
key, figuring out how to do that.  

Simon Streltsov:  I think you always need to think about scoring in the 
context of the overall problem.  Depending on how you do the next step, 
your reconstruction, perhaps you want several reconstructions at the same 
time.  You have to consider your overall goal.  Do you have to segment in 
parts?  It depends on what’s your final thing, what’s your false alarm? 

CC: We’re talking about computational intent here, not how long it takes.  
And Simon brings up a good point that different algorithms could be optimal 
for different situations. 
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AF: One thing vendors have to be very aware of is that when we take data 
sets, the physics features are very consistent with what they’re going to be 
tested on and there has to be a lot of care in whether you use. 

HM: It’s difficult but important to have that discussion.  I don’t know how 
many times we’ve done reconstructions, and you give it to a person who’s 
going to segment that, and they smooth it.  So if you have x reconstruction 
processes, y ATDs, that gives a very complex space.  So maybe you iterate 
back and see what those metrics would be. 

RB: One of the main issues that seems to be in wide agreement is that you 
choose what recon you’re going to do, then you do segmentation on it on the 
ATR and so on, and then it’s going to drop because you are losing the image 
that everything is trained on.  The original question is how do you quantify 
the recon?  You have a great recon with high contrast and so on… it’s true if 
you’re looking for a cow but not if you’re looking for a sheep.  So vendors 
come up with a compromise and look for everything.  So if we can agree our 
problem is metal artifact reduction … we’re never going to find something 
that works for everything.  But if we can agree what to narrow it down, 
target applications, it could move the process forward a little faster. 

XP:  This touches on the core of the issue.  There has to be task-specific 
guidance on reconstruction.  The endpoint has to be something based upon 
design.  

CC: In security everything is traditionally controlled by one vendor.  In 
medical imaging bits and pieces are produced by different vendors.  So how 
do we break this up?  We had another underwear bomber attempt this week. 
They’re still trying. The bottom line is that progress is being made. (Progress 
with Tactics slide) 

Frederick Noo: We are hosting a CT conference this June 24-27.   There will 
be 97 presentations covering all aspects of CT and there will be a special 
session on DHS.   

CC: Just Google “Noo” and “CT”.  Unfortunately, there’s still not enough 
money, the vernacular is difficult, and classification is an issue.  I think that 
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all the feedback I’ve received, the #1 purpose is the hallway conversations, 
the meet and greet, and I believe that. 

(Discusses ADSA reports and CT segmentation reports) 

Jeff Stillson: Who won? 

CC: I think industry won because 5 groups developed very clever algorithms.   

JB: We all ended up profiting from the experience. 

CC: Who was the best?  We’re going to sidestep that.  We talked about that, 
but each one had strengths and weaknesses. 

HM: It may not be that each one is a different threat.  It may be the same 
threat that has a variance from homogeneous to heterogeneous.   

CC: Please note that this is a public meeting, no SSI or classified material.  
(Tells Man from Milwaukee story.) The point is that you have to raise your 
hand and ask for help and you’ll get it.  We don’t want to have to strip search 
everyone! 

JB: The segmentation workshop, which was birthed out of ADSA01, took 
place because a vendor had the wherewithal to give us the data that allowed 
the segmentation information to be provided.  I find myself in the same 
position again.  We need data for the reconstruction effort.  You can’t apply 
your trade without this data.  I need these data and I need the corresponding 
projection data so that we can improve the quality of the results in the 
reconstruction area.  Don’t be surprised when I approach you and ask you to 
help.  We’ll provide the protections that you want so that this community 
can improve our overall performance. 

RB: A lot of the HMEs we’re worried about right now are also difficult. There 
are more aspects than just resolution. 

AF: The way I think about it is what false alarm rate do you incur for 
detecting something? That has to do with the overlap and a lot of these 
HMEs are more likely to fall into that category. 

91

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



 
 

CC: Every time you add a threat to the threat list the difficulty goes up.  So as 
more threats are created we need to increase our abilities and the capacities 
of our machines.   

KB: One of the technical things I’ve seen is that operationally, false alarm 
rates in Asia, etc. are double what they are here.  I think that the false alarm 
part is a significant topic. 

CC: When I’m talking about detection I’m also talking about false alarms.  
You can’t talk about one without the other. 

KB: Even though they have the same scanners, it seems like the false alarms 
internationally are much higher. 

SS: What is the reason for this false alarm rate? 

KB: I think bag contents are a lot different than what you see here.  I think a 
lot of these algorithms are based on luggage carried here but a lot of the 
threat is coming from overseas. 

CC: So we’re beginning with talks about what does it mean to make a better 
image? 

Matthew Merzbacher 

MM: Improved any of the several parts of the ATR. We don’t need the 
world’s most beautiful false alarms. As long as the viewer can see that it is an 
‘orange’ it’s fine.  

Both objects need consistency. 

??: Do you need an image at all? 

MM: You do for a screening process. It’s a multi-tiered process. In the U.S the 
process is scan a bag through a CT device, if the alarm goes off, then the bag 
goes to a baggage inspection room. In other countries, it might be a five step 
process, with a projection x-ray, operators at level 2 can’t, it goes to the CT. 
etc... 

MM: CTX 9800 or CTX 5800, which is safe (from presentation) 
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??: Does red mean alarm?  

MM: Red means something in the threat area.  

MM: I would like to tell you about ATR and what we’d like to do. This is at a 
glance, high CT stuff, we deal with separately. We then clean up our objects, 
and we calculate features.  We start with our objects, and after the cleanup 
we get a block of an explosive, and then break the objects down, using 
Histogram techniques. You might take two objects which are connected 
together, and break them into two. We end up with one object, and we clean 
up the pieces that are left over. The point of reconstruction is to prove that 
this is possible. The error is that these need cleaning around the boarders. A 
few are listed.  

If we want to improve ATR we need to improve these steps … 

??: How do you fix it? 

MM: If we can’t do good sheet reconstruction, we have to go fix our sheets.  

??: It’s important to note that if you fix or improve one step, it directly 
impacts the other steps. 

MM: Exactly. It might help to have beautiful false alarms, but it’s not 
necessary.  

Things that are touching need to look different, and can’t cross-contaminate 
each other. Containment creates problems.  

??: What do you mean by that? 

MM: Both objects need consistency, if you want to detect a sheet; thin 
objects need to be separated from the bulk objects.  

??: Any thought about what the thin object looks like? 

MM:  If they’re thin objects, they need to be distinguishable; we need to re-
reconstruct that area to solve that problem. 

Mike Litchfield: What would you do differently? 
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MM: We do scatter correction, and we do correction we could not normally 
do for computational reasons.  

??: What metrics would you want to apply to them?  

MM: I don’t know. We do it by taking data collections, and taking a thousand 
difficult models and some of them we give up on. We can or can’t fix it.  

Suriyun Whitehead: You do some things that you cannot do because they 
are computationally expensive, could you throw more hardware at it? 

MM: It might not be worth the cost of the hardware. You have a time and 
money budgets. You are not going for 100% detection, and you have to trade 
off. At 3.6 seconds per bag you can commit to each bag. Let’s say 6 sec per 
bag, a process that takes 2 hours, is not worth it.  

Piero Landolfi: It becomes not practical from a TSA perspective. 

??: What do you mean by you don’t need the most beautiful false alarm? 

MM: If you don’t alarm on false alarms, a lot of people want to ‘see the 
dimples on the golf ball’ but that’s not that important. 

PL: It has no impact on the detection.  

MM: You want to solve the ones that matter. Maybe the ones that get 
discarded for medicine, say, would be very helpful for security. 

??: You really need to have knowledge of fixing one of them? 

MM: That’s only way to make improvement. 

??: Don’t you think for the future you want to be able to tell for the HME’s for 
texture?  

MM: We have maybe 50 different kinds of HMEs. 

??: Which of the steps give you the most improvement? 

MM: Start at the end and fix something, you know that it isn’t broken at the 
beginning.  
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??: To what extent is a bomb considered a precisely defined thing, with the 
small detonator, etc? 

MM: Is it a question about primary, secondary charge, it gets messy. I 
wouldn’t dismiss it,  

RM: Do you get any trouble with hyper-tuning? 

MM: There are whole bunches of techniques, and use approaches to fuzzify 
my features, so yes.  

??: To what extent does the bag itself cause a false alarm? 

MM: The roller bags, with the metal bars have to be dealt with in special 
ways. The zipper isn’t a problem.  By the way, we are hiring for the summer. 

CC: Raise your hand, students.  

MM: Contact me if you have questions.  

CR: It seems like shape is a big deal for homemade explosives, does it mess 
everything up if it is in the shape of a banana? 

MM: The best classifier we ever built, we put in all the features, with 99% 
high detection, and false alarms went down to zero. And we looked, and it 
turned out the classifier was the mass of the object. Typically our data was at 
the smallest mass. You can create very clever features, and if you’re not 
careful, all you’ve found is that you (???) 

??: But that’s an artifact.  

MM: But it’s surface area, very quickly that will trickle down to some 
component that means mass. If it’s above, it doesn’t matter how much above 
it is.  

Richard Bijjani 

RB: I think Matthew covered everything. What is image quality? There are 
two aspects, automated threat detection and the second thing is what you do 
when you find explosives. When you find explosives, there is a procedure 
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OSAR, it’s classified, but there’s a problem here. What you need to find 
explosives, as we add more and more HMEs more false alarms are going to 
occur. Operators are used to looking at the same false alarms. But that’s a 
particular false alarm that they are used to seeing. But now we have new 
explosives, there is more training necessary. This looks like shampoo, but it’s 
not. We need two sets of image quality. They are contradictory. When we 
started, we had very limited computing power. Later on of course, pending 
patents, a lot of people in the industry are looking at a generic 
reconstruction, now we have more computing power.  

For the alarm resolution, we need new things. Eventually we will move away 
from this reconstruction. If you cannot get down to the tech company, you 
do not have anything to sell. Is an image necessary? Of course! You are going 
to have false alarms. Is this better than an image than a false alarm that has a 
10% rate? It takes longer and costs more than something with a 90% false 
alarm rate. You do need an image. The better they look, the more likely we 
can move forward.  

The first detection system ever, (slide) as you can see the guy holding a bag. 
I bet you this is a better image than anything we look at today. We need to 
see what is in the bag, with a nice clean image. This is not a new problem.  

Slide, which is better resolution?  AS+E images… which image is better? 
Depends on what you are trying to do. This is backscatter images, you have a 
gun, explosives, in a sense, if you look objectively, and you look at the list 
and score it, it seems like the other image is better. But the (black and white) 
image here is actually better.  

I am not advocating any technology, and am not selling anything. But we 
have to be careful to not talk about metrics.  

??: So how do you guys do this?  

RB: I personally believe that we have to use metrics in, and this is the 
problem that everyone encounters in the CT world. You need to be able to 
correct for missing data. You can clearly see here a sheet, but this other one 
clearly has better resolution. There is fuzziness here. What’s the metric? 
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What are we trying to accomplish here? It’s information not resolution that 
we are concerned about. I will give you another example. 

(Maps) Which of these two are better? What’s my objective? This one has a 
map of the trains, so it’s better for me to get home. It has a worse resolution, 
but better information.  

What is resolution? What matters? I think the consensus is that the 
constancy of the metrics matters, but the metrics themselves don’t.  

I sell module number 1, do I certify it if it is the same as module number 2?  

It’s all about mass, they way you measure mass includes how it is moving. A 
piece of sheet here, what happens as the sheet gets bigger? What is the 
noise? CT uniformity? Is it a different material? 

These are the metrics that the industry has agreed are important. All 
standards need to be reviewed now and then. For OSARP, however, for the 
x-ray machines at check-points have whole different standards. Why? They 
have operators have to do something after looking at an image. They have 
different tests. It gives you an idea of what’s important.  

If you are able to see these wires behind the aluminum, and you put this 
through a CT, no one can see this resolution, and this 3000 dollar machine at 
the airport, you don’t have the ability to measure mass, and density. If you 
need resolution, it’s a really good system.  

Questions: 

LU: I like the way you talk about it, you mention that we may want to revise 
some metrics. You have differently levels of technical efficacy, and I believe 
that you have to be test specific. Even if you have different levels, you will 
probably see a difference. 

RB: There is a big range of resolution, and some of the lowest resolutions of 
machines have the lowest false alarm rate.  

Ken Sauer: You have something in there about organic discrimination; can 
you tell me more about that? 
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RB: You have high x-ray beam and low x-ray beam, if water is around 7.4, 
and graphite is around 6, and there is a range between 6 and 13, and it is 
called organic, and we have to operate and pay attention to it. The low 
energy is more sensitive, and the high is less sensitive, and the ratios can tell 
you how to discriminate between organic and non-organic.  

KS: You are speaking with the assumption of duel energy.  

RB: Yes. 

BREAK.  

Charles Bouman 

CB:  “Overview of Talk” slide, a quick review of MBIR and ALERT data. 

Quality metrics: what are they right metrics? Some are accuracy of artifacts, 
and we are looking at ASSR, and we are doing reconstruction, and the few-
view reconstruction has become very important, and segmentation. 

??: The very first sub-bullet, you define better image quality; will result in 
low Pfa and Pd. Can define what’s better? 

CB: You want different reconstructions for different tasks, so that’s one 
issue. I think better image quality for medical and image quality for security 
are very different. In security, you are much more interested in high contrast 
objects. Which is favorable? 

??: The first time you showed MBIR, was it accepted?  

CB: At least some subjective measures of performance are.  

It’s a whole new starting point, and the quality issues are very great.  

Fred Noo: For decades, the reconstruction had to be done in 1 minute. And 
now suddenly, it is 1 hour. But it is important, if we can do it [FBP] in 10 
minutes instead of 1 minute. There are a lot of improvements that can be 
made.  In the context of medical CT, you can shift with FFT, you can say 
according to the measurement,  
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CB: You can have a non-linear measurement. 

??: Different pixels, can be done at the computation, one result is you can 
have it filtered for every pixel, and compute this.  

Carl: How much of the gain of the reconstruction is there? 

CB: The question is imprecise and the answer is imprecise, is that it’s kind of 
a 50/50 split.  

The broader point is next generation of views. This is one way of going about 
it, and they have a lot of promise.  

HM:  The one on the left seems like there is less mass.   

CB: My sense is the variation is that artifact changes but I would have to go 
back. 

KS:  It is preliminary in that respect.   

RB:  Even if the lower part was more homogeneous you are going to get 
more mass.  It adds a lot of false alarms. 

HM:  Which looks more true the image on the left or right? 

RM:  It is very hard to draw conclusions.  The right handed image is more 
detailed.   

BY:  How much of the (???) 

CB:  I’m not sure I agree with your statement Birsen.   

(???) 

ELM:  The devil is in the details whoever implements a spatial algorithm you 
are going to essentially get two different images.   

CB:  A lot of streaking could be reduced by a better forward model.  We don’t 
know how to handle the (???).  Birsen, let me just say that the word iterative 
is a bit misleading.   
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CC:  You are showing that you are changing what the images look like.  Do all 
the processes make the images look differently?  It’s important for the 
reconstruction people and (???) to get together to figure this out.  

JB:  I have a comment because in order to achieve image quality has a lot to 
do with the communication between Charlie and the vendor.  There is some 
real speculation that the left image is not as good as the image on the right 
so we don’t have all the information we need.  The communication between 
the user and the developer has to be very high and iterative.  

Xiaochuan Pan 

??:  So these aren’t fully 3D? 

XP:   I have no idea.  No matter what you do the data you have won’t match 
perfectly to your model. 

CC:  So you are talking about approximation? 

??:  Yes. 

(University of Utah):  Something we need to remember is you concerned 
about (???) 

XP:  It has to be task specific.   

CC:  Can you use the methods on the right of the photo to improve the 
images on the left? 

XP:  That’s a great question.   

Guang-Hong Chen 

CC: How much can the noise be reduced? 

GHC:  (???) 
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Patrick La Riviere 

PR: All CT data is sort of massaged into place.  We’ve been trying to 
formalize and formulate that process into a potentially iterative process.  
There are limitations.  You can’t do everything in the sinogram domain. 

We’ve been talking all morning about what better means and I don’t think 
any of us know.  I think potentially this could get you part of the way there 
with less cost and the potential to model some of these nonlinearities.  FBP 
is usually assuming something very specific.  In practice the real data you 
measure is very messy. (Deviations from model slide).  It’s all very subtle 
because especially in the medical world, you’re usually looking for a ~1% 
contrast. 

HM: The model you talk about there is your FBP model? 

PR: These are the deviations from the simplistic FBP model.  As far as I know 
most of the (???) models people already looking at these days start with data 
that’s already been corrected by the manufacturer. 

We worked on this a little bit with Phillips R&D in Hamburg. 

CC: Did they give you corrected data? 

PR: They did this implementation of my algorithm in-house.  Every scanner 
has tradeoffs, even though they’re all reasonable choices. 

(Imaging model slide) 

FN: This is particularly important if we have metals, right? 

PR: Yes, that becomes a worse approximation.  In a soft tissue context, it’s 
actually not that bad.  The error you get is linearizing that’s not very hard.  It 
could be another way forward with metal artifacts. 

Charlie Bouman: This might be valuable in the context of the hardware and 
the algorithm.  Any sense about how that increases the design envelope? 

PR: We haven’t thought specifically in that direction, but it does give you 
that ability. 
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CB: You could have really big detectors and still do reconstruction. 

PR: Angle, etc. become really big issues in micro CT, like if you’re working 
with small animals and want really high resolution.  It’s a bigger spot size 
and try to model these spot size effects. 

CC: If someone gave you corrected data, how long would it take you to fine-
tune your algorithms? 

PR: We actually want uncorrected.  It depends.  We may want to correct for 
detector effects that some people may be unwilling to reveal. 

Seemeen Karimi 

SK: I’m a graduate student and I had ideas that were more sensible to apply 
to the medical domain. The shadows are what are challenging to remove. 
(Origin of metal artifacts slide)  So our goal is to generate an image that 
contains as much anatomical structure as we can.  We treat the differences 
on positive and negative polarities separately.  I have a region that contains 
both artifacts and anatomy.  I want to classify the voxels that are more likely 
to belong to anatomy and the voxels that are more likely to belong to 
artifacts.  (Explains discriminant curves slide)   

CC: At the CTSeg initiative in December, Siemens … Is your work applicable 
to that? 

SK: When you re-project something your contamination goes there.  The set 
of projections you generate now are perfectly consistent. 

CC: Essentially what you’re doing now is instead of segmenting threats; 
you’re segmenting (???). Can you segment other (???) 

??: You initially had to segment the metal and you did that in an automatic 
way.  Didn’t the streaks make that difficult? 

SK: Say that streaks are about 4000-5000 and teeth are 3000, so… 

??:  So it’s above enough. 
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Andrew Foland: There is a scale here that you have to pick out, and 
depending on which way you slice a sheet it’s going to look a lot like a streak.  
Does this also get rid of the sheet-like threats you’re looking for? 

SK: Yes it will.  If you delete something it’s not like it’s lost in a final image 
because it’s still a prior.  It’s looking for structure.  The chances are that you 
create some secondary artifacts from missing anything.  That’s it. 

Johan Nuyts 

JN: I’m a medical imaging guy, I don’t know much about the applications to 
safety, but I assume that reduced artifacts and improved quantification will 
be useful. 

(Models for iterative reconstruction –technical explanation) 

It is not reliable, but you will find that if we use a combination it will not be 
too bad. The other thing we use is Local Models. The full energy model is 
complex but slow. The MLTR and MLTR_C are simpler and faster. One 
advantage is that that they are boasted dramatically, and you can define 
patches. The result is there are low contrast materials. The result is the 
correction completion; in PC NMAR is much better resolution. (Slide) the 
difference between IMPACT and IMPACT Patch is there are less of these 
large patches.  

(Slide) Technical explanation of slide 14.  

Slide 15, this is very similar to the biomedical gauge. Soft tissue and 
cartilage, and you can see that the IMPACT image has a much better image of 
the titanium.  

Side 16, People want to see how the blood supply evolves. They use the 
blood of the animals to follow the evolution. Technical explanation of slide 
images. 

Slide 17, people typically select both Post reconstruction and IMACT 
decomposition.  
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Slide 18, conclusion again, we are not sure about the remaining parts, but we 
are still investigating. I don’t really know how useful this will be. We need a 
lot of insight to this data, but I would like to … 

??: Can we go back to the slide of Body Shaped Phantom? Have you 
investigated the accuracy of the (???) 

JN: We only used data construction, but there is a potential advantage.  

??: In luggage you get enough metal that you have to stop, I wonder if you 
have too much to be effective, and if you have to stop trying. Is there a way 
to have a measure of your confidence of your result? 

JN: In that case, it will get better and better, and that’s all we know.  

??: I would rather do a good job for us for fewer problems, and not give up.  

JN: If you do a test, it might still be useful to you, so it might still be an 
advantage. 

??: How much do you rely on materials?  

JN: We should put all elements there and see, but we have never done that. 
So I have no idea if it would survive that.  

PD: If you have to submit different materials, how difficult is that? Can you 
just create materials, like something between water and alcohol? 

JN: I suppose that would still be helpful …. (???) 

??: The last thing we want to do is get over confident in the result.  

JN: It is still possible to reconstruct this, because most artifacts like to go 
negative, but we don’t allow that.  

??: Going back between distinguishing the material, to identify sheets. You 
get a lot of partial volume, and the continuation does not necessarily detect 
the material, is there a way to get around that? 
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JN: We can decrease the pixel size, and that should accommodate the 
difference between partial metals, and change the resolution. If your pixels 
are smaller you may get what you are looking for.  

CB: Model based reconstruction? And I have worked on this and not focused 
on artifact reconstruction. How does it compare to this technique, it’s hard 
to say. How would the poly-energetic CT compare to this? There are some 
trade-offs between richness of the model. 

??: You can incorporate all of this into the model, but at what cost?  

CB: There is a price to be paid for this. 

JN: You really need to be careful, because every time you model something, 
it gets more… (???)  

Carl: You have modeled something like this before, how has that worked for 
you? 

JN: Technical explanation with slide 9.  

Break 

Harry Martz 

Jeff couldn’t be here, and I was thinking about what I have seen so far today. 
And I want to talk about methods of how to reduce artifacts, and we have 
few metrics and objects, and we need to compare these.  

The last time Jeff was here for ADSA 05, he spoke about the conjugated 
method of gradient algorithm.  

Now we are looking at power of ray transmission. We are determining the 
methods of determining appropriate limits, but that’s not working very well.  

Jeff and I struggled to do this and tried to put this into perspective, and put 
them on the same scale. Like Matthew said, we can use the shield, so we are 
trying to do this for our own application, when we take a material, and do a 
cross section, you get a deviation, and you rotate it, and you can see more, 
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and it gets bigger. But if you reduce that space, in theory, your performance 
should be better.  

The projection difference error is here (slide) and the error yields are shown 
in this equation here (slide). 

There are two different methods, which is ray weighting by transmission to 
a power, and then by (???) (slide) 

We are using a steel bar, thick steel bar, with jelly, and you can see with in 
this, these artifacts, slide explanation.  

We are showing this is a function of a different algorithm. The windows to 
see what’s inside the steel, you can see basically that there are 
improvements, especially with Ray Weighting, and you can get better 
results. 

HM: You can weight that less. You are basically looking at the weight 
transition. This is the other function, so you can weight these less, and 
weight these more. And basically, these are showing for a power of 2.5, but 
in these slides, you can see the mean value. Then we scanned the jelly 
without the bar, and you can see the standard deviation, and you look at this 
image here, and deconstruct it. This is a measure of how to quantify this 
stuff. There are a lot of features, but there are two key features. 

??: How did you decide which the bar is and which is the Jelly? 

HM: We know, because we did the test. This is a simple test. How do you 
define a shield alarm, and we did an example of how to see this.  

??: What’s happening physically? 

HM: I think what he’s doing is throwing away a lot of the photons here, and 
he is using the rays, which rates it less here, and more here. (slide photo). 
You are throwing away the photons. That is our interpretation.  

??: That is interesting to look at. 

HM: As he weights it here, as we go, here is the same thing, and he highlights 
these different regions.  
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Here is the one where looking at the steel bar, you can see how it cleans up 
the result of the steel bar as well. One of the things is this jump here, is that 
important or not? Maybe for medical, but not security.  

??: Where is the weight going? 

HM: In the air function. 

??: If you do that, how can you guarantee convergence? 

HM: I don’t know; that would be a question for Jeff. Anytime you are doing 
this you could be ill composed. We are working with very limited data. This 
is very simple. We have to find out what metrics we want to use.  

JN: Are you not forcing these results? 

HM: Maybe or maybe not.  It’s possible. 

Here, he is using point B, and here it’s not doing too well, as you can see. And 
the standard deviation is pretty poor. And at 0.5 this doesn’t make any 
sense.  

I want to come back to this (slide) how can these be reduced, and what 
features should be used. You can use mass, you can use other features, and 
decide what that space look like, and in doing this, and we still need 
segmentation. So think about it until tomorrow. 

JN: I would say if you change the weight, maybe it can infuse convergence?  

HM: Depending on when you stop the iteration.  

JN: How would you decide? 

HM: Usually they will take the data without being compared. We did other 
studies like this. 

??: What if your metal bar is a circle, or annular? 

HM: That’s a different problem. I think we have some data of putting a jelly 
bar in a steel pipe, and we have a lot of different data sets where we look at 
options. 

107

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



 
 

It depends where you are in the transition curve. You should say that I can’t 
measure anything inside this steel pipe. 

Taly Gilat-Schmidt 

My background is in medical imaging. I will start with my conclusions. 
(Slide) it is challenging to access the raw data. The medical imaging 
community uses these common sources of data for algorithm, and to 
increase access to simulation security applications. 

Why simulations, assuming you have good software, it is accessible, and 
inexpensive.  

It’s very easy to model things and change them. It enables you to affect their 
performance without having to change the hardware. 

What’s the discussion about the ground truth, and this gives us a way to 
compare the literature, so it might be easier to compare these.  

If you change one knob in the software,  

??: How hard it is to change this simulation? 

TG: A lot of this is already out there. 

JN: This sounds very difficult 

TG: Right, it is very challenging depending on shapes, etc. We can’t exactly 
model everything about the scanner. In the end, when you are designing it, 
you are eventually going to have to experiment. But this will help. 

Our goal is to define the standard test bags and objects, and we develop 
objects to randomly place them. As far as these algorithms, they are already 
out there, it’s just a matter of tweaking them. 

The first step is defining standard objects. This is already known, and has 
been developed, for these objects you need a material density, defined for 
each object. In this image, there is a shoe, magazine, water bottle. This shows 
us that this is feasible.  
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This is the image of the object itself. The next step would be to have a 
packing program, and they would randomly select objects from this list. We 
would need to adjust the position to prevent overlap, so this could be 
simulated by other people. Finally we would like it to be something in the 
public domain. We would like to adjust for different geometry, and of course, 
this would have to be validated. So these are our goals. 

What has already been done, for those of you who aren’t familiar with this. 
What we can learn from the medical imaging community. We have these 
phantoms, called FORBILD phantoms, and here are the slices of thorax, these 
were made at U. of Erlangen. There are more of these artifact types at this 
website. 

To give you an idea of how prevalent this is, you can Google this and see how 
commonly used these phantoms are.  

??: How easy to use is this? 

TG: They are easy to use, but they are defined by the position, and primitive 
shapes and you could make a phantom from this with your software, and if 
you go to the website, you can see this.  

??: Are you familiar with BRL cats? They came out the army. 

TG: No I am not familiar with that.  

Frank Sprenger: It is important to keep in mind, one way is simple addition, 
but these are not using addition, they are using the painter, and there is an 
order of the object, and if object 10 overlaps number 9, it is part of that. A lot 
of the software will not be useful, because of that effect.  

??: Do you believe this is an easier way? 

FS: Do I believe that you can make a fancier phantom? I have spent many 
hours trying, but I suppose you have a lot of flexibility. But there is software 
may not work for these phantoms.  

TG: Again, this is what we have done in the medical image community. How 
can we make these models? Let’s look at a simulation example. If we shoot a 
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number of photons here, and we measure how many come out. If you had 
this simple object, all you would need is this equation. 

We need to know how many photons are coming in with this energy. You 
can use IPEM Report 78; a lot of these effects can be estimated. 

This is our model, but we can still get out how many photons get out. There 
are two effects, (slide) we can use this as our main value, and we can use this 
as our simulated value.  

There are many non-ideal effects (slide) detector aperture, you can model 
these effects.  

All these things can be included into this model.  

But with a more complicated object, you can use these values, and we need 
to calculate line integral through this distribution. One method is this 
analytical calculation of line integrals, voxelized forward projection or 
Monte Carlo methods. 

But the first one gives us a starting point. In these various 3D object, and 
those phantoms built from primitive shapes, with the analytical intersection.  

There are simpler thorax phantoms (slide photo) if you look here, you can 
see that streaky result. There are other options for modeling these complex 
objects, is using each little cube is one u.  

Charlie Bowman showed a voxelized phantom like this. Now if we want to 
model texture, we will have to use methods like this. There are fast 
algorithms for this projection. 

JN: since we are dividing these into two parts, would that be an option? 

TG: Yes, that’s right.  

??: Are we able to talk about validation? 

TG: I do have a slide where I can mention it briefly.  

What are the relevant objects that we want to model? 
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How is the validation done in the medical community? 

TG:  I haven’t seen that.  Someone would make some simple objects like 
them do it. 

TG:  Another question is, are we modeling enough of the non-ideal effects? 

ELM:  Many years ago worked at Analogic and they told me to look at MCMP, 
what is the difference between MCMP and (???) 

TG:  From each photon it draws from random numbers, in order to get a 
simulated set up it is expensive and difficult to model this many photons in 
Monte Carlo.  Another problem with the Monte Carlo is it doesn’t model the 
stochastic generation of the photons.   

ELM:  I was referred by a security person to look at Monte Carlo. 

TG:  I wouldn’t have suggested that.  I guess it depends on the situation.   

??:  Have you validated with Monte Carlo? 

TG:  I have, it takes about a day.   

David Wiley 

Automatic Object Delineation from Checked Airport Baggage CT Scans 

CC:  How did you determine where the marble started? 

DW:  We looked at every voxel.  We got every boundary.  I guess it’s just our 
opinion that it was done well. 

MM:  When do you stop merging? 

DW: We spent only a couple of days on merging and it worked very well.  I 
was impressed by Siemens’s work in this area and if we could borrow this 
we would do well.   

??: How long? 
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DW:  About 30 minutes.  We are in the process of porting over to GPUs but 
we don’t have any funding for it.   

JB:  How many bags did you use out of 150? 

DW:  All of them. 

??:  Does the noise texture play into this at all? 

DW:  It can but you can pick your parameters if it’s mostly uniform and 
ignore it.  But if you’re using a jar of rice it’s different.  It also depends on the 
granularity of the object being scanned. 

CC:  How hard would it be to convert to 2D? 

CB:  It’s a very good question and I think the answer is roughly that you 
want to work in 3D.  There is a tradeoff in terms of complexity and quality.  
Segmentation I think you would want in 3D but it depends a lot on the 
application.   

Claus Bahlmann 

Luggage Segmentation Challenge 

??: How sensitive are you to noise? 

CB:  What type of noise?  Some of the artifacts we couldn’t remove.  Some 
Gaussian noise and the merging itself was on the sample itself.   
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Minutes: Day 2: May 16, 2012 
 

Carl Crawford 

CC:  We are shooting for November for ADSA 8.  What should we talk about? 
(see slide) Any thoughts? 

MBS:  Say we talk about body bombs, how feasible is it to stay on the 
unclassified portion of that topic? 

CC:  My intuition is we aren’t going to speak about the specifics of that topic; 
so essentially it is a medical imaging situation. 

MBS:  If we could have a forum on that it would be very interesting. 

CC:  When we did a topic on video analytics we almost had a complete 
turnover in attendees.   

??: I continue to be stimulated by the ideas that could be constructed and 
pursued.  They would be standard types of problems.  The team would then 
make a breakthrough.  The two days could synthesize what the problems 
are.  The problems would be maintained by ALERT.  For example, we are 
going to talk about bags.  We are going to put together phantoms and we are 
going to want to do them fast.  Almost like the kind of problems you have in 
graduate school.   

CC:  I went to an IEEE conference that did something similar. 

MBS:  (???) 

John Bush:  The problem statements should be hard, something worthwhile.  
Worthy challenges, it’s not a homework assignment.  Something if we made 
progress on that would grab peoples’ attention. 

MM:  If we had a grand challenge spanning reconstruction and detection you 
could discuss everyone’s vision.  We could then hammer through the legal 
parts where we got hung up last time.  I don’t know if it’s worth it.   
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John Bush:  I think I just heard Matthew say he likes the idea.  I think the 
grand challenge would be security focused. 

MM:  I would be interested in hearing from the academic side if this would 
drive innovation and discussion or would the grand challenge approach just 
distract from real topic.  This would be of interest to me.  

CC: Could someone from academia answer Matthew’s idea? 

PH:  I thoroughly agree with you that it would be of value.  It would plant a 
flag for academia and tell them what is of interest to them.   

MBS:  The real question is if you want to get more detailed datasets you 
have to deal with the secret sauce each vendor is dealing with.  This is the 
difficult part to navigate around.  It is not easy. 

MM:  That is exactly my point I have a lot of ideas of how to get around that 
rock but now is not the time.  Rather than worrying about how to get around 
the rock there have got to be other ideas for how to approach and get 
around the rock. 

CC:  If we are going to do this don’t we have a specific problem to discuss? 

MM:  I am an end to end guy.  If Jan Nuyts creates a beautiful recon but my 
hardware isn’t ready for it, it doesn’t mean that it isn’t good recon.  Any 
improvement in one piece doesn’t help but once you glue all the pieces 
together you improve the process, drive down false positives, etc.  From a 
detection server I would love to have the same bag reconstructed 18 times.  
You could then do the pairing and the end to end.  For me the real question 
is you need to know how to set this up and how to contribute.  Maybe a 
smaller group. 

KB:  Would it be important for people to know what the test is and how it is 
run? 

Birsen Yazici 

Combined Segmentation/Reconstruction 
CC: Tell us in words how you got these images. 
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BY: I enhanced the images with a filter and I enhanced only the high 
frequency and left the low frequency alone.  We can do a variation of this. 

Willem-Jan Palenstijn 

Good morning, I am from the University of Antwerp. Starting with 
Conclusions, I am talking about combining segmentation and reconstruction, 
as this is a starting point for segmentation. A key point is homogeneous 
regions. We have developed a range of algorithms for this, and general 
segmentation methods.  

I am part of Antwerp ASTRA group. Use micro CT on the micrometer scale. 
The standard workflow is data acquisition, data preprocessing, 
reconstruction segmentation, and analysis.  

Either reusing process data to segment data  

Suppose you want to find the density (???) 

A couple of plausible segmentation details to find the threshold. Go back to 
projection data, and then reconstruction, then segmentation.  

??: It seems like if you are allowing the threshold to flow, you have problems 
allowing multiple tissues, or different materials, you would get lost? 

WJ: We have tested it with multiple materials, 4 or 5, but if you had more it 
is not necessarily difficult.  

??: Do you have to do it per threshold? 

WJ: If you select thresholds, you can have 3D.  

The field of tomography, discrete tomography, we are collaborating with 
partners to develop a set of well-known semiconducting materials. We have 
developed an algorithm for DARTS. This works in a variety of settings, CT, 
computation  

The key ultrication (???) for DART algorithm is generally okay, but the 
boundary is a major issue. Here you can see the underlying DART method, 
and vertical resolution. Again, we start with reconstruction, and do 
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segmentation using the grey value. There are close to 10,000 error pixels in 
this case. The complication is the boundary, so if we separate this into parts, 
and there are parts that we are not sure of, we can look at those, we can 
project pixels, and do a new reconstruction, and only updating the pixels 
from this. Up to 50 iterations the error pixels becomes 233. With each 
iteration, it improves with each segmentation.  

There are a couple of details that make this work. One is to make the 
smattering of noise over these pixels, and the initial segmentation is wrong, 
and there are different grey values that you need to fix. Instead of fixing the 
entire area, we get the set of pixels to create new gaps and holes. 

The second thing is blurring them, as if you reconstruct them you might end 
up with over shooting or under shooting,  

??: Do you only have to find out the boundary with homogeneous? 

WJ: But there are maybe holes in there, or inclusions from other materials, 
so you have to do more than reconstruct the boundary.  

This here is a carbon image, with more inclusions in there. What is the exact 
shape of this? But here it is very noisy, and if you apply DARTs to this, it is 
sufficiently sharp. 

CC: How do you know this is right? 

WJ: We have talked to experts, and we do extensive research on this.  

MBS: With a microscope, you can see how well the actual construction is to 
what you can do? 

WJ: It is very hard to evenly reconstruct at this resolution. We also have CT 
data. This shows the flip side of data, and we can increase the resolution to 
see fine details. By increasing the resolution with the DART, we can nicely 
see the results here.  

So the last algorithm I will go over, is the practical techniques in these 
homogenous regions, this is a situation here that does not apply. These lead 
particles have background that is not homogenous.  
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??:  What is the size of this object? 

WJ: it is 100 nanometers in size (???) 

We have segmented out the densest particles, where we are removing 
variables. So this is ongoing research, where we are combining this detection 
method with the reconstruction technique, so we can integrate these.  

Combining segmentation with reconstruction is essential; it is a key 
property for this link.  

??:  How would you apply this to security? 

WJ: That would be quite a challenge, but things in terms of these practical 
discrete techniques may apply. Once you can update boundaries, you can 
improve with ongoing collaboration. We imagine working in this direction 
with research. 

??: Are you thinking about regularizing your boundaries of objects at all? 

WJ: We have not tried that, but we do have a new blurring set, which does 
have some regularization.  

??: Computationally, if you are trying to search that space, do you have to do 
a forward projection? 

WJ: Yes.  

??: In the case that you had many views, did you do that? 

WJ: It is part of our plans to selectively increase resolution. We knew that 
there were going to be very fine details. 

??: You may still be able to see these, but doing normal segmentation, to see 
if you can recover some information about (???) 

Oguz Semerci 

I am working on dual energy at Tufts University as a PhD. We are 
simultaneously segmenting objects of interest from projection data, and also 
renovating the algorithm on Monte Carlo data.  
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We are looking for industry partners to carry the work forward.  

For the multi-energy computed tech, we are trying to enable an algorithm 
(???) 

This shape here is an object of interest, the idea is to reconstruct its 
boundary very well, and reconstruct its background reasonably. The 
reconstruction here we expect, as you see here the results. For every 
measurement point, it is reasonably solved with little back ground noise. 
The first and second image here, with that type of regularization, you can see 
the counter image, where the object boundary is captured very well.  

The contribution of detection is very low, especially for low images. This is a 
very simple background image, but if everything is equal for both (???)  

It can do some noise reduction, but it doesn’t make much here.  

I will talk briefly about what’s going on. Here is a model, where you can see 
the computations, and the background noise comes from the detectors. You 
can add the scatter to this equation, but we have not tried that yet. This is 
the entire reconstruction algorithm. You can see the regular data transfer 
here.  

The energy bases are known, and you can reconstruct the space so we can 
get the idea of what’s going on inside. An object here, of interest, the idea is 
to focus on the image, except that it is the smooth version of the background. 
To define the 2D boundary of the 3D function. To sample a distance function, 
to find the value, this is not a good idea to find this; there are too many 
unknowns and issues to deal with to find it. The function is lowering the 
basis expansion.  

As the high dimension of function changes, as you see here, it will eventually 
give us what we want.  

We have a regularization term; the idea here is that the background should 
look similar to the image here. You want to see that the boundary is not 
similar; you have to normalize the gradient images, the large penalty here.  
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The other knowledge taken is that we assume that the objects parameters 
come from this region. I can enforce the constraints in the algorithm, so that 
the objects will be from this region, so it gives us two sets of contracts.  

??: Why are you using these images? 

OS: Because this is related to both, this is a hybrid shape, with a pixel 
method, for the background we (???) 

??: How accurate is this, simulation? 

OS: You want to see the value, or you want to see the pixels? I think this is 
sure data, where you can see these are normalized, it is much better than the 
background noise.  

We also look at this recent work on development of energy, and we 
determine the series of problems, and we wanted to look at solving these 
individually, but we would rather solve them simultaneously.  

These images are different energies, and the problem is defined as looking at 
a very energy characterized case. 

The idea here is that they regularize the problem, that in this energy dilation, 
this needs to be lower, and if this tensor is a 3 way tensor, is low ranking as 
it is, is composed of spectral images with similarities. If this is low, it unfolds, 
and impose the low rank reconstruction you can get these to be normal. We 
design these nuclear to regularize for multi energy CT problems.  

We can solve these multi energy CT problems with various ways, (???) 

The results are promising, initially, but the background here is noisy, but if I 
get rid of the nuclear (???)  

This is a result using only regularizing, and this is obtained by a quadratic 
problem, so if the problem is small enough, you can make it a little less noisy. 
It’s better than the total variation.  

The results are good in terms of accuracy and applicability, but how do we 
incorporate information and interest? (???) 
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??: Oguz, when do you graduate?  

OS: Hopefully this summer. 

??: I would suggest you read our work, as we have already come up with 
ways to solve some of this. 

OS: Okay. I will. 

Karina Bond 

I work for Lawrence Livermore National Lab. One way that we might assess 
reconstruction performance, is to measure how well the results can be 
segmented. It turns out that we have not a trivial task.  

Based on the study that we did, we came up with a classification of 
evaluation methods. It is to find the quality of system level metrics. 

You evaluate single energy systems, how well can you estimate the objects, 
volume. But in the direct methods, you can measure analytical or empirical 
methods.  

Supervised methods where you use your algorithm to find a whole set of 
segmentation results.  

There are methods that we have found that are based on the results of the 
segmentation algorithms. 

The F-Measure as based on well-known concepts.  

Define a fragment, which is the intersection of n object with a segment. (???).  

For a simple object, D1, being the size of the fragment, should be equal to the 
size of the object and equal to the size of the segment. If you split this, then 
the size of your fragment is smaller, but the size of your fragment is equal to 
the size of your segment. If this size of your fragment is much smaller than 
the size of your segment. If you split and merge, with another object, in 
which case you have imperfect precision.  
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If you split it too much, then all your fragments will fall to the top right 
corner, but if you split too little it falls to the bottom right.  

Your segmentation algorithm is in 3 segments; it would result in a 3x3, and 
would result in 4 non-zero fragments. I am plotting the position, and the 
scheme I am using is a safe model.  

??: Are you not including the background? 

KB: No I am not. The background score is not considered. You are right that 
you can plot the back ground, but you can’t use it to find the overall score.  

So the ground truth segment is basically sliding down to the bottom to the 
right. Ground truth object 2 (slide).  

This will give us two to measure, but we want 1 to measure. We lean on 
another well-known concept; it is the F1 score, or measure, combines this to 
measure every fragment. We really want a way to combine all these 
measures. We chose to do this with Fg, which is a weighted sum of the 
maximum measure, for larger ground truth objects to give us the same 
score. GT object 1 had two fragments, and the top score is 0-9 on a scale of 0-
1. Here I am plotting the position for each of the five results for bag 3, and I 
am not plotting really small fragments, because it gets messy. Researcher 1 
has a lot of points in the top left corner; researcher 5 has a lot of points in 
the bottom left. Researcher 4 has points on the one 0 position. That’s 
because they lodged a lot of those objects with the background. They 
consider it on an object by object basis. But if you look at all of the 
researchers, they are all in the same shape.  

There are 3 bars of soap, but they are considered 1 object. All of the 
researchers chose to split them as 3 separate bars of soap. Researcher 2 has 
1 fragment for blue cross, so it’s near where they want to be, so that’s good. 
But researchers 4 and 3 and 1 kind of split more. So you can tell different 
things, and this is valuable, but it’s hard to look at these slots. But this is a 
combined measure called the F measure.  
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??: The fact that there are no 00s, you’re talking about how an object that 
merges with the background counts as one zero, that doesn’t make a lot of 
sense to me. 

KB: I don’t think they completely merged it with the background.  There was 
probably a really small segment that overlapped with something else. 

??: I don’t see any 00s at all.  So nothing fully merged into the background? 

MC: I don’t think there is a background.  The background is an object. 

??: That’s the problem; I don’t think you’d want to do that. 

KB: But I think you’d want to know you merged it into something. 

RH: If the background was an object, would these results change 
dramatically?  Have you tried it? 

KB: I have tried it and they don’t change. 

CC: You should mention that there’s this concept called object philosophy and 
that could part of the reason the bars are moving up and down. 

KB: A lot of people have not included ground truth; they have just included 
different consistency algorithms. (Summary of Scores slide)  I think it’s 
important to tie this metric back to system level, irrespective to system, 
otherwise what’s the point?  The bottom line is that this does correlate very 
well with system performance. 

Frederick Noo: I feel like we should really stick to the task to generate a 
family of challenging phantoms.  The task is the most important thing to 
keep up front and whenever we go along this path we end up with non-
meaningful research. 

JStillson: Except I think there’s a framework here, you can take the task you 
want and work backwards. 

KB: The reason that this metric fails is that we’re aligning one segment to 
the others.  In that simple example I showed, the fragment that squeezes into 
object 1 is contributing to the score for ground truth 1 and ground truth 2.  If 
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we were able to solve an assignment problem, where we assign a segment to 
a ground truth object, we’d get a much more meaningful metric. 

MM: The point that’s missing is the classification, and without the 
classification it doesn’t mean anything. I care about the precision and recall 
measures for two or three objects in this bag. 

KB: I chose based on size and you’re choosing based on importance to the 
task at hand. 

MM: Once you’re out of the top right quadrant, it doesn’t really matter how 
far out of the top right quadrant you are, it’s still wrong. 

HM: So where is the box? 

MM: You have to look at the measure a little bit, but you have to be above 
about 80% precision and 80% recall.  Once you’ve crossed that border, it 
may as well have been zero. 

SS: I think it’s easy to move this to what you’re looking for, Matt, by moving 
the threshold.   

MM: The segmentation results were what was interesting to me, not how did 
you do overall, but wow, you found this difficult one really well. 

KB: So I was in this mindset of what’s the best reconstruction algorithm, but 
you don’t necessarily want to use the best segment.  You want to use a basic 
segment to highlight differences across reconstruction.  Sometimes it was 
like you’re saying, you fix your pipeline and you tweak something and you 
try to solve a particular problem you’ve seen in segmentation before.  I don’t 
think that we need segmentation to assess… reconstruction should be the 
only way to go.  It could be image. 

DLieblich: I think it would be useful to know outside the segmentation 
philosophy, how the algorithm is different.  Once you know that, maybe 
they’re all good and they’re all possible.  Then it would be interesting to 
know that because you’d know the object philosophy. 
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KB: If you took the rubber sheet, for example, it has no object philosophy.  If 
you meticulously went through the list of objects and assessed only ones 
that have no object philosophy, you could segment those to show the 
process. 

Ge Wang 

GW: CS = Compressive Sensing, Correlation Sparsity.  These two problems 
are very synergistic.  I’ve been working on sparsity to transform since 1987.  
The total variation is one way to capture sparsity.  The interior problem 
(???).  So we have given ways to extract sparsity.   

PRISM = Prior Rank, Image and Sparsity Model 

CC: Where are you getting the dictionary from? 

GW: From the image, from my friend at the University of Iowa.  We have 
used the dictionary learning measure to remove artifacts.  Oversamples and 
undersamples. (???)   

CC: How many views do you think you can go down to? 

GW: I think it’s application-specific. 

CC: For baggage scanning, anything can be in a suitcase, so how do you do 
that? 

GW: We make some assumptions, scan a bunch of images and keep going.  
We look for pattern recognition.  There are some very risky images. 

CC: If someone gave you 50 images, how long would it take?   

GW: It depends on the computing power.  There are too many variables.  
(Rank of a Tensor slide) 

CC: Tomosynthesis for backscatter using two dimensional detection. 

GW: Overlap the data, that’s different. 

CC: Why do you want to overlap? 
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GW: That’s a good question.  (technical explanation)  It’s just an idea.  I don’t 
have a solid answer. 

JB: There’s a small company called Digitone that did your experiment.  Seven 
different sources on a linear detector.  That has been around for about seven 
years that I am aware of. 

GW: (???) 

JB: I don’t know. 

Harry Martz: We had a paper that says that if you’re going to be equal dose 
(???) Norbert Pelc. 

GW: (???) 

HM: What about if there was no dose required, if you could double the dose? 

GW: (???) 

Clem Karl 

CK: We were motivated by low dose, but we were also interested in trying to 
find challenging problems in data inversion, particularly in the area of prior 
models.  A lot of the prior models are very simplistic and generic.  We’re 
trying to figure out ways of building in prior information that is more 
sophisticated and looking for challenges in terms of texture modeling.  These 
dictionary methods have shown a lot of potential in image processing.  We 
wanted to bring that same modeling idea into the tomographic realm.  
Initially this was painful, as the corruption is distributed and you only get 
access to these non-local measurements.  Trying to tweak pixels is once-
removed from where the data is which makes more challenging problem. 

The dictionary thing brought in textures and the sinogram stabilized this 
local/non-local issue.  (Low Dose Computed Tomography slide)  You can 
certainly reduce dose by reducing views, but that isn’t what we were 
focusing on. 

CC: People are trying to build explosive detection equipment with fewer 
views.  So lower dose and fewer views are equivalent. 
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CK: I don’t know how this would go with dropping views for a variety of 
reasons, and I don’t’ want to claim that space.  Prior modeling can play a role 
in both of those situations.  (New Joint Sinogram and Dictionary Formulation 
slide)  Our choice is to smooth more between angles than within the 
projection.  If the views are close together, there isn’t much change between 
projections to projection.   

CC: How big should the dictionary be? 

CK:  It is a design parameter.  You don’t want it too large or too small for 
various reasons.  At the end of the day what pops out is the learned 
dictionary.  Each patch is a little behavior.  Some of them are more edge 
oriented.   

CK:  (Shows an example of dictionary/sinogram approach.)  We can discuss 
which approach is better?  (Now shows a comparison slide.)  When we were 
only using the dictionary approach it was messing up the texture.  All these 
methods do well with high concentration; the problem is texture.  The idea is 
to build better, more sophisticated priors. 

??:  Would it be easier to extend it to (???) 

CK: Conceptually yes. 

CB:  Can formulate that as a constraint and stick another variable in it? 

CK:  I don’t see why not.   

??: Is that sinogram smoothing stationary? 

CK:  Yes. 

MC: (???) 

CK:  We are essentially assembling it into a patched dictionary and then 
normalizing it.  You are reassembling all the patches into a global image.  
The local patch has a sparsity constraint.   

MC:  How does that affect noise reduction? 
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CK: (???) 

XP:  Use this kind of scheme to make an image.  Can we use this scheme to 
create an image with very little data from a patient? 

CK:  I don’t buy that.  Some of these things are very subtle.  I would claim the 
radiologists aren’t jumping up and down about this.   

??:  How you build a dictionary is very important. 

CK:  For this problem 8x8 seems to be the best. 

ELM:  Can you enforce continuity over the dictionary? 

CK: No. 

CC:  Can you discuss the texture problem? 

CK:  A lot of the stuff I’ve seen is with higher contrast.  IF you wanted to use 
this for luggage you would have to think about the issues.   

Laura Parker 

LP:  I’m going to give you the program management viewpoint.  I think we 
are all in agreement is that there are still terrorists trying to get bombs on 
planes.  The security screening we have is quite challenging and we need 
bright people to help us with this.  Our mission is we try to find ways to 
mitigate this.  We have shorter and longer term projects to deal with this.  
My management is very interested in how we are going to transition these 
technologies.  We look at COEs as ways to reach out to the community.  
We’ve been running ADSA workshops for three years.  We are looking at 
doing a reconstruction initiative.  We are looking at ways of 
working/collaborating on data sets.  The third initiative is ATR.  If you look 
around the room and during the breaks people are really networking.  These 
are leading to team, consulting, and working with getting students involved.  
We need help from all kinds of people who dealt with similar problems but 
didn’t understand the security field.  I am going to get down to the bare 
bones.  We have funded some COEs.  There is a movement towards targeted 
BAAs so I encourage you to keep looking.  I can’t give you a timeline.   
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CC:  Can you explain a targeted BAA? 

LP:  You can submit a white paper, sometimes a full proposal.  They are 
vetted through a technical group and you are notified.  It can take several 
months.  For small companies there are SBIRs.  You have to be a small 
business, less than 500 employees.   We might have more work in the area of 
algorithm development.  Also there will be funding for students to work in 
labs.  Doug Bauer and I are always looking for ways to outreach.  We have to 
look for ideas to get better ideas out into the field.  

David:  I’ve been watching the Voice on TV and at the end they are 
guaranteed they will get a contract.  There is no thing for us.  It is very 
challenging for us. 

LP:  I understand your point of view.  We are trying to formulate ideas to 
deal with this.  The problem with forced marriages is they end in divorce. 

MBS:  We are trying to create a community where small businesses can 
interact with DHS to penetrate a pretty impenetrable environment. 

JB: I come from a DOE/DOD environment and there is no comparable 
approach.  What is unique about this is we’ve created a community of 
industry and government.  It doesn’t make it easier or harder.  The 
uniqueness is the experience.  I think it keeps all elements of the community 
involved.  

RB:  For the SBIR you mentioned, what is the topic?   It is on ATR but I forget 
the topic.  I’ll send it out to you.   

??:  It is from TSA and the ATR is point two.  There are five topics total.   

CC:  There is a topic 3 dealing with image quality. 

Doug Pearl 

DP: I am from Inzight Consulting.  We’ve talked about 3rd party research.  It 
is reasonable to discuss whether that pays off.  My work is funded by DHS 
and this is what I am looking at.  I look at the implications of the research.  
Most of my interviews are by phone and they last for over one hour.  I want 
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to thank everyone who participated.  The next step is to begin to talk with 
security vendors.  I am just starting this.  I am looking for feedback from the 
audience. I am not an employee of DHS so I do not speak for them.   

CC:  Can you describe what a proprietary role is? 

DP:  Before DICOM the hospitals were locked into one vendor.  There were 
no standards connecting systems.  Now a vendor brings a product to market 
it is going to be a DICOM product.  They will work together well enough to 
keep the customer happy.  

MM:  What drove DICOM? 

DP:  I think interoperability drove DICOM both clinical and research 
interoperability.  

I’m going to walk down the hall, and put it in front of them, and they can tell 
you what they want. 

This is the homepage of a radiology group in NJ. The third parties involved, 
are here in the room. On the left side they talk about human mammography. 
If you are patient, we might ask you for a higher fee, because they payers 
won’t pay more.  

We have full market growth. It will lead to a faster upgrade cycle, which 
means growth. Third parties played a role on the right and on the left. CAD 
was also developed, in part from dot-com. In Detroit a company called R2 
was acquired for millions of dollars.  

Rule number one, (???) 

??: Why MRI is more successful than CT? 

DP: I will get to that. It’s a good question. 

??: Is the relative roll of FDA approval relative to certification approval? 

DP: I don’t spend a lot of time looking at FDA approval process. But 
certification process plays a roll on it. 
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??: It is a disincentive to innovate, FDA approval. 

??: In the FDA regulatory space, if you make a change, do you have to go 
through the whole process of getting approval? 

??: The first time it’s not that difficult, and the cost can vary widely. It’s about 
a billion dollars. For a DICOM viewing station, it’s a qualified device; it’s just 
about 6 months. In terms of doing a diagnostic system, as you go through 
iterations of software, FDA defines procedures. So you have to track every 
patient relative to the software, and as you change your process, to find if 
your results are the same. If they are, you don’t have to get FDA approval 
again. 

??: To be approved for a new product, it shouldn’t cost you as much if you’ve 
already done it. 

??:  It depends on where you’ve changed things. If you fulfill all of the 
requirements.  

??: I don’t know how it works. 

??: You have no real benefit in improving, because there is a limit, a 
threshold, you don’t get paid much more.  

DP: There is no benefit of that? 

John Beaty: You change to approve, you have to go through it, and you’re 
not rewarded for the improvement, you pay to improve. If you look at all of 
the manufacturers here today, than years ago, it is diminished. In medical, 
many sell to hospital, so it would be like selling to the airports, and you 
would have a market place that has many buyers, and they would compete. 
But in this market place there is only 1 buyer, and everyone competes for 1 
sale. And the sale is only periodic. It’s not a market place that makes 
companies want to gravitate.  

PD: I had someone saying that they couldn’t afford to sell to TSA. It’s so 
much investment and it’s only the big ones can really do it.  

CC: but aren’t you funded? 
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PD: But there’s not profit in this funding. You have to choose from doing this 
work, or doing something creative in this area, and you block your capacities 
in this process. But the goal is continuously changing, and there are 
requirements that you have to fulfill, and you have to go over your work 
over and over, and only few can afford it. 

JB: Companies decide if they are only engineering or many companies. The 
rewards you get of funding to provide hardware, so if I spend my time as an 
engineer, I get multiple returns on my research. It’s only a researcher’s 
imposition. If you are building hardware, you need returns. From a bunch of 
perspectives, it’s not healthy. 

MBS: Maybe that good, but however, it’s against what we are shooting for. 
What we want is How do we create a momentum where third parties and 
vendors and TSA can get over this problem, it is important that we recognize 
this, but we can’t just give in. 

??: On the medical side, what you said about approval burden is only turn for 
devices, but once you have innovation, the approval is very high. But on the 
other end, you have a small company, however once you change and add 
new innovation, you either need to improve your device, and make small 
changes, you can get approval. But there are not a lot of buyers for medical. 
You have an equivalent to security sides. For the security side, TSA is not the 
only customer. You have other markets overseas. We are going to China, so 
we are looking at it a single buyer situation is misleading.  

JP: You don’t have to go to FDA for what you ask for in advance. It can be 
innovation. It can be from the market.  

??: But you need to educate the FDA to make them comfortable. 

??: One of my colleagues, she brought it to Congress to get the code for CT to 
have hospitals build.  

??: There are multiple TSA tests, we heard about them yesterday and at 
dinner. Federal protection services, it will become more like that. I used to 
work for a medical device many and I know that getting approval is very 
difficult and there is a sense of burden. Clinical trials are a lot of work, 
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looking at approval from the inside; it’s probably not as bad as if it was FDA. 
Yes we have fewer customers in security than medical, but certification is 
less burdensome. 

??: But the buyer is really dangerous on their side. 

??: I disagree, because most international customers, you past the test, they 
buy based on speed, and cost. They don’t buy based on tests. There are a few 
who look at detection capability, but from an industrial research, that would 
be the direct value to us.  

JP: Can you tell us what the incentive is?  

PL: It’s kind of a base price, but however, but currently, we are struggling, 
because it’s competitive.  

??: I know when DHS started, they have many examples of what we are 
doing out here. No one has the money to develop the multiplicity to get to 
those advanced systems, because of free market. There has to be financial 
stimulation.  

??: It’s a very high variable, and it’s costly, but one thing I want to remind 
everyone, it this industry was started by small companies. (Directed to 
Richard Bijjani) It can be done, don’t give up. But as far as incentive, there 
are two aspects; a lot of us are in this industry because you want to do the 
right thing. But from a financial incentive, companies need to position 
themselves in such a way that they can change the specs, you have to get 
ready to improve the system, and you have to improve your improvement. 
Even if TSA is not telling you to improve your development, so your 
incentive is to stay in the business.  

JP: Can you say more about that?  

Matthew, it is a challenge for TSA and vendor perspective, to have single 
supplier, they need two.  

CC: So you don’t have incentive to be first. 

??: The first one gets beat up, and the second guy follows the same path.  
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Matthew, you have advantages of being the first, but you need the second.  

CC: But we heard that there is no difference in performance.  

??: I agree that we need to get over that kind of thinking. Anyone who 
exceeds the minimum threshold, we need to get over that. There is incentive 
to be the best, not just in the class. To make it less painful and costly. Even 
just from the mechanics of it. Those are takeaways. 

David Legal: Market is a regulatory driven one, so there is risk in going first. 
And project where you think it will go, and what requirements will go, cause 
as we have seen in the US and the EU, the regulatory requirements, the 
procurements have been delayed. When you have investments that are 
made by manufacturer, you are planning on return in a reasonable amount 
of time. And if it’s delayed, it’s not incentive. You need to do it ahead of 
requirements. 

MBS: We have been grappling with this same topic since the beginning, but 
how do you create the vehicles like the data sets, to encourage pathways for 
third parties to demonstrate without having to go through this process, with 
real innovation, without a particular third party invention, when I say the 
Livermore presentation on metrics, it shows the power of what we can do. It 
is a way for assessing the performance of the algorithms that we are 
developing; but we still get the attention of the main line vendors to get 
third parties. I don’t know if it could be better or none.  

CC: Some of these people say there is no way to go to security.  

MBS: but it’s the same thing, which would give quantitative path.  

EM: I have been working on support with grad students and post docs, as a 
faculty member, that’s a preferable mode of operation, NSF, 3 year and 5 
year programs which are competitive, which expect response, and there are 
government agencies that support this.  

JP: That’s my 4th category here.  

??: One of the things I believe I have captured over the years, the idea is that 
people look over at medical, and see technology to apply to security, but 
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hopefully with ADSA and other workshops, we are reinforcing that the 
reality is that it is different. There are different needs. The goals are 
changing because the threats keep getting added too. This unique set of our 
own needs. There are a lot of other federal governments working for that.  

JP: Ask us to remember that there are different kinds of third parties. 
Between commercial third parties, whether you are working with a vendor 
or not, or are funded or not.  

There are at least 4 subsets. 3 are funded by a vendor. 1 is not funded by a 
vendor. You can hire academics to solve these problems, if you hire smart 
people  

Break 

Matt Cobey  

From TSA office of security capabilities, I am an evaluator, I am here to talk 
about this TSA process. I focus on the developmental testing, from research 
and development, anything that is not done in the airport. Developmental 
testing is designed to verify technical requirements meet the requirements. 
In operational testing, we take the system and put it in the airport and give it 
to the users, and have them operate like any other system; we are looking to 
see if the system has enabled TSA to get the job done.  

DHS acquisition, DOD has a bunch of robust processes in place, basically if 
you follow this through, you will know how to get the requirements. DHS is 
still defining themselves as an entity of how to acquire systems. These 
diamonds are decision points for DHS. Under the new laws, we cannot buy a 
system without approval from the secretary. Someone from TSA says we 
have to keep bombs off of airplanes, so the decision makers have decided 
that is a good idea. They decide that there has to be research done, so a lot of 
these are satisfied, but then there are these boxes, this is where money gets 
applied. At 2A, they say okay, you have a valid need, so we are going to give 
you funding. 2B, is where we say that your strategy is acceptable. On 3, this 
is where I come in. The secretary of management says, “Are these systems 
viable?” They look at the source selection team results, and they evaluate all 
of your proposals. What machine performs the best? And if the secretary 
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thinks you have a winner, or more than one, he will approve the acquisition, 
so we all work to make this decision.  

Who is the we? The user community is the most important one. The parts 
are the leadership, who says I need to fit this here, and process 4000 bags, 
the TSO, the transport officer, or the guy doing the hand search of the bags, 
and the passenger. In the case of an imaging system, or anything in the check 
point environment, they are the user, and then the taxpayer. 

The next group of people we deal with. The contracting officers, acquisition 
managers, anyone who decides if we are going to use this system. Then there 
are the maintenance folks, who develop a maintenance strategy. Then my 
team, the testers, we are made of a several different folks, we also have 
oversight. DHS has an entity, has a director of test evaluation, and they look 
at everything we do for testing, and the look for integrity etc.  

For the system evaluation team, where I come from, we (???) TSL lab, who 
certify the systems the detection piece and safely. Then there is the office of 
TSA integration facility, then there are operational test evaluation. The 
bottom line is we give a system evolution report that has all of these entities, 
and we provide that to DHS.  

You are probably familiar with the TSL; Robert in the back can fill you in on 
that. The TSA warehouse transition from the environment that emulates the 
setting to reduce the risk and cost. We bring TSO on the floor to operate the 
systems. The bottom line is the final exam for your technology is to see what 
your research is like in the real world. This is where your detection comes 
in, and we see if it can be interoperable with TSA’s process. How important 
is that image for the user? In the airport, all of this comes to real life. An 
image goes to an image operator system, and the TSO has to look at that bag 
and say if it is a bomb or peanut butter. And if he thinks that there is a 
problem in that bag, he sends to get hand searched. The challenge is that 
there are not a whole lot of requirements, and performance requirements 
with the hand search. And how do I really test that. So we have to create 
simulated threats. We have to create simulants into artfully concealed 
explosives devices. We have a very creative shop, where we don’t just put a 
clock with dynamite into a bag.  

135

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



 
 

We will run it out to the airport and put it into commerce, and we have to 
make a visual explosive system. How long does it take the TSO to clear this?  

Then we look at availability, and you guys build something that only works 
one hours of the day that’s not helpful.  

We noticed one system in the lab that if you put it in the lab, is it better to 
put it in a truck that has an open trailer. Human system integration, because 
there is a human in the loop, we have to find out if the colors or the grade 
are good for the TSO. Information insurance has a component for image 
stations that work for the TSA. At the end of the day we evaluate all of this, 
and see if these systems work for the TSA and if we have a provable 

??: There was a change in the process; is their result of this going to be 
streamlined?  

MC: I think so. We have had experience of how things have gone over the 
last several years; we have found a few things that impact something else 
down the stream. Like airport costs. What we want to do is conduct tests in a 
logical methodology, as I don’t want my team involved until it is certified. 
Then we want to bring it into the TSA Systems Integration Facility (TSIF), 
and we want to reduce the number of times we bring the TSA into the 
process.  

From the developments side, we would like to see commercially available 
test resources, so you can do your work, and it only has to go through us one 
time. That is our goal, to increase the efficiency and reduce the cost. It’s 
expensive for us too.  

??: What actually was the important thing to be tested on, so if you have 
requirements, but say you had one hour, it’s not important to know.  

MC: That’s a big challenge. I can’t get into the specifics. There are two types 
of tests, there are tests that support he development. But when you are 
competitive procurement mode, the rules have to change. The rules change 
on how we are going to test and evaluate. We need to do this upfront, being 
the vendor and being more clear, and in the case of this type of procurement, 
how do they make that trade off. It’s a struggle, so there are evolutions. 
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??: Sounds like the cert testing is different from the procurement testing.  

MC: Cert testing is one element of the procurement testing. If you don’t 
certify, you’re never going to get the (???). We are not buying the systems for 
anything other than to detect.  

That’s not the only test, and it’s not the end result. It’s a gate, or threshold, 
you have to be certified.  

??: The test criteria are different during development than procurement, 
Developmental happens first.  

MC: Certification is the final exam for that algorithm.  

CC: What is the third party certifying? 

MC: Any improvement, third party work station, or any change to the tech, 
anything will be accepted into a formal test, and any change are received 
there, and on detection attributes. It’s examined, and if it’s something that is 
not going to affect the quality, then we don’t have to go through the cert 
process again. But if you change the image quality in a way that a TSO 
interprets it differ (???) 

CC: But if he comes to a vendor, and says I want to sell you a common work 
station, is there a way for that to work? 

MC: One of the goals is that there is a common element of architecture in 
that case, we would test it, and run evaluation, but how you get that 
workstation into the front door, is going to be based on if they decide (???) 

CC: I have a device that has 99% detection, and walk in the door, will you 
buy it? 

MC: I will test it, but if you have something like that, there is an open agency 
announcement if you have ideas you can submit them.  

JP: Where is it in your diagram? 

MC: Here, in this area, TSA will continue to use this qualifying product list, at 
the end of the day, with a successful OT (???), it is based on a qualified 
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product list (QPL). I have to be careful to describe it to you, because QPL 
doesn’t take into account anything but technical. TSA tests a bunch of 
systems and if they qualify, they can buy QPL. Foreign countries use our QPL.  

I know it’s quick, but if you have more questions, please contact me at my 
email. 

Doug Pearl 

DP: (Medical Vendors Engage Academic 3rd Parties slide) the further we 
move to the right of this slide, the less predictable things become.  The less 
predictable things are, the more potential for a big advance, or nothing at all 
with no direct application in the foreseeable future.  Do vendors make 
money from these things?  I think so, yes. 

FN: There might not be the problem solved, but the return on investment 
can come in the form of having created an expert for the company. (on 
vendors hiring academics) 

DP: Charlie, how long did you work with GE before they saw a product out of 
it? 

CB: About 10 years.  I have worked on the problem for at least 20 years.  But 
I don’t want to discourage anyone from making investments.  In the future, it 
will be really fast! 

DP: It’s a trivial, yet important observation that the less predictable things 
become, the more opportunity there is for a major investment.  Eric’s 
example, NIH, the role of government funding is more significant.  What I’ve 
begun to hear is that security vendors may be doing less “find smart people, 
give them money and see what happens,” that may be more likely to be 
funded by government. 

Andrew Foland: One thing that’s not obvious is that the medical market is 
much larger than the security market, just in raw dollars, so there’s more 
room to throw some money in that department. 

DP: And of course size is related to growth.   
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DLieblich: So what you have circled is a situation where nobody has a 
competitive advantage. 

DP: But the market could nevertheless grow.  For instance, if there is a faster 
upgrade cycle.  In medical imaging there’s also broad cross-licensing, that’s 
the way the world works there. 

??: In the next generation of air transportation systems, they are saying 
there are 3x as many people going to be flying 25 years from now.  We’re 
going to see turnover in imaging equipment just because we’re going to have 
to handle more people, since cities are more likely to get use out of existing 
airports than build secondary ones. 

(MRI vs. CT slide) 

DP: Medical vendors say: Why don’t you share your data for CT? It takes a 
huge amount of time and handholding.  So to justify those barriers there also 
need to be some increased incentives. 

DKim: Do you make a distinction in 3rd parties between academic 
institutions and small companies?  Did you address those differences in your 
slides? 

DP: Yes (goes through slides) I do think it’s important to draw those 
distinctions. 

DK: Do you plan to do a similar kind of analysis that result in the same 
observations for small companies? 

DP: I didn’t but the situation is analogous (goes through slides). 

MM: But I don’t think a left column exists in terms of innovation.  It could, 
but it doesn’t.   

AF: I disagree a bit, I think there is room in that first column early on in that 
feasibility study where you can define a piece of a feasibility study very well 
to farm out to someone as part of the innovation process.  That I have seen.  
But in general, I agree. 
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??: We’re a small company and usually we do our work in the left-most 
column, but we’ve also been doing work in the right-most column.  The 
issues that I see on the left side, us fitting into an existing (???) it’s a big risk 
for them to take to have someone new come in and start mucking around 
with things.  It also limits our ability to do better work and I think it’s very 
restrictive.  It may solve the vendor problem but it didn’t solve the 
underlying TSA problem.  There are just too many risks on the right-hand 
side in the security industry.  If it’s doing something you know TSA wants, 
meet the certification requirement, I would like to think that TSA would buy 
the right system.  So I think that would remove the unpredictability of it. 

DP: A reminder, DICOM is a standard for formatting and transmitting images 
in medical CT.  DICOM begins where the image begins and once you’ve got 
DICOM, you’ve got interoperability.  If you think not just about deployment 
but about the R&D and the development of that… in contrast, there’s little 
access to the data and there is no plug and play reconstruction.  Where it 
gets tricky is DICOS to ATR, if you’re strictly analogous to medical.  It’s a 
little more complicated because ATR is such an integral part of the system.   

JParisi: The ATR part isn’t necessarily where you’re going to touch anyway.  
You’re going to do on the back end.  That provides consistency and 
interoperability to TSA, but there’s a cost because you now have to enable it 
to handle more than what a simple unit would normally handle.  The cost of 
adaptation to that model is a transitional cost that’s going to happen, but 
once it’s done, it’s to the benefit of TSA.  Still, TSA will have to pay for it. 

??: The problem is in doing the (???) imaging.  Doing (???) is where it’s 
difficult. 

MM: Be a little careful about CAD/ATR equivalence where you could have it 
at the end, for instance, contraband detection.  I could easily see starting a 
company where you just took images and found artifacts and sold it to say, 
Thailand.  DICOS might be more useful there, for example.  If DICOS is 
implemented, you can’t just say gee, all these parts perform to the DICOS 
standard.  Private tags do exist in medical DICOM.  There’s a pro and con – 
interoperability vs. innovation. 
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Richard Bijjani 

RB: We pretty much covered everything through the discussions about how 
to get 3rd parties involved.  There’s not much involved.  I see common 
vendor-specific and 3rd party-specific obstacles.  Every company has its own 
culture and believes that they do things best.  The fact is that this is a tough 
industry and it’s a tough thing to do.  Yes, the vendors are right to be 
arrogant and feel that it’s unique to them, but there are still things to learn.  
Don’t just talk, do the research.  Arrogance comes from the fact that I took 
one image, I ran it, and it looks good.  But it takes a lot more than one image, 
right?  It’s a lot more complex.  So there’s a mismatch of expectations.  What 
does the vendor want vs. what does the 3rd party want, and they’re not the 
same? 

Be open and accept new ideas.  Not all new ideas are good.  But there are 
good new ideas.  Like “oh, I can’t share my data, my data’s so good.” Give me 
a break guys, it’s a CT machine.  What’s so great about your CT machine?  Let 
them learn, guide, mentor.  Don’t expect the academic who comes over and 
hands you the code, it will work right away.  It won’t.  You’ll have to work on 
it, invest in it, and improve it the same as your own code.  Nobody here has a 
problem finding a simple bomb in a bag.  So academics, don’t work on that.  
Come ask so you know what the problem is and then we will take you 
seriously. 

If somebody comes up to me now and asks a question, we can go to the side 
and perhaps talk a little more freely, but if Doug says Richard, why don’t you 
go talk to this guy, it’s a known quantity.  It’s easy to research these 
problems and you can research them academically.  Google “explosives on 
airplanes” and you’ll figure out what the threat is. 

CC: You say that it’s not hard for vendors to find bulk explosives, but you 
also have to meet PFA. 

RB: I was talking generically, when someone comes into a vendor and says, 
“I have this new device that can do great things.” But it doesn’t actually solve 
any problems.  Stop solving problems that don’t need to be solved. 
(Template from duatre.com: Imagine meaning) 
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Eli Lilly and Company introduced InnoCentive.com (grand challenge) for 
something that their engineers couldn’t solve.  It worked, the website is still 
alive 10 years later.  Outsiders do solve difficult problems that stump 
experts.  This is a known fact, it happens across every industry.  Outsiders 
are people working on the margins of their field, boundaries of their 
disciplines, not traditional experts.  They aren’t as likely to be stymied just 
because they’ve been to 100 conferences and talked about this insoluble 
problem.  The best outsiders are the young people who have not yet learned 
it’s impossible. 

??:  Dos and don’ts for the government? 

RB: Dos? Introduce people.  Act as an honest broker.  When I was at Reveal, I 
would be happy to give images to any researcher as long as they are vetted 
by the government, as long as Doug sends me an email saying “trust this 
person”.  Articulate long-term goals.  Say what’s happening in 5 years.  If 
designing a new system, what should it do?  

Joe Parisi 

JP: Richard’s presentation just now was fantastic; he captured a lot of what 
people don’t know about this business and how it works.  It’s one thing to 
think you have something good; it’s another thing to tie technology to 
operational requirements.  Where the government puts in not what they 
need, but tells you how to do it.  One of the first rules of buying something is 
to tell people what problem you’re trying to solve. 

I was at L3 and got kind of bored with that, started L1, grew a company that 
went from 0 to $700M, sold it for 1.5B, decided to retire, got bored, and 
started a new company.  So I am starting new ideas and want to enable 
people to achieve those.   (Shows Professional Background slide)  I’ve got a 
great group of people that are working.  The real need going forward is 
checkpoints. My company has three areas: government services, applied 
technologies, and data management.  Applied technologies includes 
checkpoints, thousands will be bought in the next several years.  TSA needs 
to wake up to the need for an automated checkpoint.  Data management, this 
area is usually stove pipe solutions.  How do you take all the information at 
an airport and get a better overall view with it?  The reason I am giving you 
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this view is I am the first tenant of the new Northeastern University 
technology center.  Universities are great at big research but are terrible at 
manufacturing.  This center will bring the customer and vendors together.  I 
look forward to this and the opportunity to transfer their research to the 
fields.   

Harry Martz: 

HM: Can we do something different when we improve this or not? 

CC: Create boundaries? 

CR: There should be openings for other metrics as they show up. 

HM: We did have some of this discussion; John was saying sometimes it isn’t 
clear.  Let’s start to make this general and see what we do.  “We did it this 
way in industry; this is what we should do.” No, let’s open it up.  Let’s woo 
young people.  We want to compare and we didn’t have the runtime 
segmentation.  Is it worth the cost?   

CC: If you lower half the cost on false positives… 

PH:  In the segmentation challenge everyone was asked what their run time 
was. 

??:  I think Jeff’s comment is correct, if you have runtime it doesn’t tell you 
what you need to know.  You need to know complexity. 

HM: There might be ways of using the information differently.  I think the 
other problem is if you are looking for specific items you will miss other 
things.   There are holes in the algorithms.  Recon Steps Forwards slide.   

??:  If you could do a lot more sophisticated algorithms, even if they aren’t 
fast, is of great use.   

JB:  I see us creating a pathway for going forward.  A good simulator would 
endure and it would teach a body of people a piece of technology outside of 
this room.   
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John Bush:  Wouldn’t it be interesting if the leading EDS manufacturers 
were put together? 

MBS:  In the same set as the dataset was gathered for the data challenge, the 
simulator could be a simulatable piece which others could emulate or 
improve on the results.  It would create the mass needed just as it is in the 
medical community.  It would be a piece of the arsenal in the security 
community.   

MM: Open architecture, recon is the following five or six steps as well as 
EDS.  Have architecture will run all these steps with closed modules. 

HM:  Just run it? 

MM:  Yes this sits on a LLNL server and a researcher can run new 
parameters but that is all they will see.   Someone at a higher level can look 
at the new results.  You basically have proprietary module with an open 
architecture.   The point is you can have an end to end evaluation.  

CR:  This is one of the reasons a good model is needed.  There are a couple of 
other aspects of modeling.  First off  a good model is you know what 
good/bad results.  As Dave said the next step in reconstruction, if you put in 
physics you will make the next leap. 

ELM:  You could make an open source simulator and if someone for Morpho 
wanted to then use this and modify it is doable and useful. 

JB:  You have to have one good tool.   

CR:  Carl, there is your next workshop. 

JP:  I am very skeptical.  

CC: I have to go to the next step, but we have to go.  

HM: Codes exist that you can use for that. We do want to have some data to 
compare to that. It is a big deal to generate ground truth, and distribute 
simulation. We want to make sure we can simulate what we acquire. We do 
this in the md world as well. Sometimes we misinterpret the data. So I put 
this data into this, we have recon, post processing, but we need to focus on 
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recon, do we want to use sub-system metrics, or do we want to sue system 
performance. That doesn’t necessarily correlate. If we can reduce the effects 
was can make the cloud smaller. Simulated vs. experimental data. 

??: So I want to make a comment about living in sub system metrics, is that if 
they are well adapted to CT systems, they may not do well in predicting how 
a scanner works at the end of the day.  

HM: If it generates a smaller cloud, who knows? Maybe that would give you 
better performance. A lot of people are talking about segmentation, 
eventually you can get into here. Now if we make it subset, based on what 
we used here.  

??: The MTF does not exist anymore, we cannot hope to quantify advance 
algorithms, and we have to understand that. I get that you are worried about 
this pd/pfa system, we have to realize that augment system is not going to 
do that.  

HM: The question is, what about the reduction? 

But if I use this algorithm, I end up having a cloud that ‘this’ big. This is what 
I did, and I reduced this, but I don’t know what others think, but what 
happens here, what if we went to pd & pfa, and I give them a banana, and I 
got great pd, but you know what that’s going to say, nothing. It is an 
unrealistic problem. Some people want to publish, but you can’t publish 
unless you set up metrics. You have to go to the dark side, so that people can 
be set up so that they can see what you’re doing.  

John Beaty: The issue out of this is to get all of the elements the whole 
target the entire algorithmic package, and deliver it back to this group. And 
to the people in and not in this room, so that they have the access to the 
simulator.  

HM: Recommendations here, recon, metrics to be determined. This isn’t 
going to be any easier. The cloud metrics, I think it’s simple, and what you 
have this big space, you have to figure out how to reduce it. Maybe it’s 
limited and won’t work. Security light scanner, but maybe it won’t be 
specific. How close can you get, maybe there aren’t security issues. Perhaps 
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we talk to a lot of people, and mainly focus on 2D, and maybe focus on 3D. So 
acquire full data sets, but you can reduce these. Maybe you will be able to 
look at other people’s technologies. Use researcher’s segmentation. If they 
are willing to supply their code, so we can see if this is useful to us. Maybe 
you pick one, or maybe you run all five, and see what the results are. Maybe 
it’s sensitive. Apply and adapt IR and Analytic Algorithms. Someday, if you 
want to solve a problem, come to the dark side. At the national lab, we will 
get people the clearance necessary, if there is a problem we want to solve., If 
you want to solve this, let’s not talk about solving, lets solve it.  

??: The university is going through the process to get certified.  

MM: Can you provide a reference for reconstruction baseline? 

HM: Yes, we can.  

MM: Even a trivial one. 

HM: Yes.  

Closing remarks:  

LP: Thank you for coming. Michael has sent an email to the group, and I have 
read all of the emails, and if anyone has comments that they want to send 
me, please do.  

I want to thank Carl and Carey and Jack, you have done a lot. 

MBS: I want to thank the audience. The commitment to come, and struggle 
with this problem, with parameters and barriers, and with 7 workshops, we 
have made progress. I am very grateful, and I want to thank you for your 
participation, and I hope you continue on with us as we take this path. We 
are a community.  

CC: Thank you to everyone. Please fill out this questionnaire, as it is very 
important to us.  
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16. Appendix: Presentations 

This section contains the slides presented by speakers at the workshop.  The 
slides appear in the order that talks were given as shown on the agenda.  
Some of the presentation slides have been redacted to ensure their 
suitability for public distribution. 
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16.1	 Carl Crawford: Call to Order
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16.2	 Carl Crawford: Workshop Objectives
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16.3	 Matthew Merzbacher: Image Quality Metrics for 		 	
	 Improving ATR
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16.4	 Richard Bijjani: Image Quality Metrics
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16.5	 Charles Bouman: Model-Based Iterative 	 	 	 	
	 Reconstruction for Many- and Few-view CT
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16.6	 Xiaochuan Pan: Reconstructions from Real Security- 	 	
	 and Medical-CT Data
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16.7	 Guang-Hong Chen: Few View and Many View Image 	 	
	 Reconstruction in CT via PICCS
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16.8	 Patrick La Riviere: Sinogram restoration for computed 	
	 tomography	

223

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



224

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



225

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



226

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



227

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



228

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



229

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



230

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



231

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



232

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



233

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



234

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



235

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



236

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



237

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



238

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



239

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



240

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



241

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



242

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



243

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



244

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



16.9	 Seemeen Karimi: Tissue Segmentation in CT Metal 	 	
	 Artifact Reduction
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16.10	 Johan Nuyts: Iterative reconstruction for 	 	 	 	
	 polychromatic CT
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16.11	Taly Gilat Schmidt: Tools for Simulating CT Scanners
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16.12	Harry Martz: Iterative Reconstruction using 	 	 	
	 Constrained Conjugate Gradients and Ray Weighting
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16.13	David Wiley: Advanced segmentation algorithms
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16.14	  Claus Bahlmann: Luggage Segmentation Challenge
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16.15	Vincent Eckert: DHS S&T Support to the Federal 		 	
	 Protective Service
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16.16	David Castañón: Video Analytics (and Homeland 	 	
	 Security)

Video Analytics 
 

(and Homeland Security) 

 

David A. Casta–—n 

Boston University 
With contributions from V. Saligrama, J. Konrad, 
P. Ishwar, M. Sznaier, O. Camps, R. Radke et al. 

 

Why Video? 

¥  Because it is there, and it is cheap 

¥  And there is much technology in development 
that may transfer to DHS 

Networked Cameras are Everywhere 
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Why Not Video? 

¥  Because there is so much of it!   

 
                 
           Requires lots of personnel! 
 

         Potential answer:   
                        Video Analytics! 
 

Ò30 million cameras 
produce 4 billion hours of 
video footage each week in 
US Ó Pop. Mech. 08 
Most video footage stored 
but rarely analyzed 

DOD Experience 

¥  Remote Surveillance 

¥  Q:  How many persons to operate this ÒunmannedÓ 
aircraft? 

¥  Q: How many aircraft can operate simultaneously?  
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Some DHS Potential Applications 

¥  Biometrics: Who is there 
-  Automatically recognize individuals in watch lists, É 

 

¥  Anomaly Detection: Something unusual  
-  Activities that raise concerns 

 

¥  Tracking: Maintain continuity of ID, fuse temporal 
information 
-  Associate activities, data over time 

¥  Forensics: find past activities by person or type 
-  Review old video with new perspective 

Biometrics: Face Recognition 

14

Face verification

biometric
data

template
database

classifier

yes/no
noise

sensor

noise

feature
extraction

identity claim

pre-
processing

•Face detection
•Landmark detection
•Segmentation
•Registration
•Normalization
•Restoration

•Geometric
•Gray value
•Both

¥  Used in portals Ð image sufficient 
-  Much work on feature selection, robust 

identification 
-  Harder problem: on the move, 

uncontrolled pose and lighting, etc 

ÒFace recognition devices failed in test 
at LoganÓ (Ô03) 

¥  Where video helpsÉ 
-  Diverse views, collect features over time 
-  Can also look at additional features: gait 

analysis, others 
-  Interesting, but not current focus of 

ALERT work 18

Pre-processing
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Interesting Problem: Storage 

¥  Most video has little of interest 
-  Should we store it?  
-  Approach: video condensation Ð lossless compression 

Anomaly Detection: Security Lane 

¥  Maintain relationship 
between luggage and 
persons, groups, 
othersÉ 
-  Similar to Logan overhead 

cameras, Terminal C 
-  Anomalies: change of bag/

person association 
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Anomaly Detection: Exit Lane 

¥  Look for individuals 
moving against normal 
flow 
-  Known type of anomaly 

Anomaly Detection: Unknown Anomalies?  

¥  Harder problem: Find 
something unusual  
-  Something different, worth 

investigating 
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Forensic Search 

¥  Detecting motion patterns in stored video 

-                                                4 hours  
-                                                processed in 
-                                                12 seconds! 

Tag and Track 

326

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



Tracking: Geometry Matters 

¥  Many tracking algorithms exploit good vantage points  
-  Minimizes obscuration, facilitates coverage 
-  See external video 

Multiple Cameras Assist Tracking 

¥  If target is occluded in one view, 
the system should recover using 
the other cameras. 

¥  Exploit geometrical and 
dynamical constraints 
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Tag and Track Made EasyÉ 

¥  What $300 hardware + clever algorithms doÉ 

Detection of Team Behavior 

¥  Multiple agents acting in coherent fashion, 
potentially in crowds 
-  Look for time series of actions that have spatial correlation 
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Summary 
¥  Video sensors can provide useful information to assist in DHS/TSA 

missions 
-  Biometrics: recognition of individuals of interest 
-  Anomaly detection: recognition of activities of interest and those of potential 

interest 
-  Tracking: temporal linking of activities, information for individuals of interest 
-  Forensics: rapid search for past activities/persons of interest 

¥  Without video analytics, tasks requires impossible levels of 
manpower 

¥  ALERT and many others are working in translation of video 
analytics to DHS/TSA problems 

¥  Such video analytic systems are precursors to alert human 
operators, simplify long-duration tasks 

¥  Reliable, robust performance needs to be established 
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16.17	  Carl Crawford: Call to Order Day 2
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16.18	  Carl Crawford: ADSA08 Discussion
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16.19	  Birsen Yazici: Computationally Efficient 
Simultaneous Edge Detection Image Formation for X-ray CT

Computationally Efficient  
Simultaneous Edge Detection & 

Image Formation for X-ray CT EDS 

Birsen Yazıcı 
 

Electrical, Computer and Systems Engineering 
Rensselaer Polytechnic Institute 

May 15th, 2012 

Conclusions 
• Better forward models  Better reconstruction 
• Analytic models  Analytic inversion/edge 

enhancement/classification/noise&clutter suppression 
 Computational efficiency 

• Generalized cone-beam transform that can 
accommodate system parameters, arbitrary imaging 
geometries, and complex photon propagation.  

• Filtered-backprojection type inversion method that can 
accommodate non-ideal imaging conditions, system 
parameters, noise, clutter and object statistics. 

• A direct segmentation/reconstruction method.  
• Computationally efficient implementation - in the order 

of fast-backprojection algorithms. 
• Iterative reconstructions can take advantage of FBP 
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Outline  

• Motivations/relevance 
• Objectives  
• Generalized cone-beam transform 
• FBP inversion 
• Simultaneous edge detection and 

reconstruction 
• Numerical simulations 
• Conclusion 

 

Motivations - 1 
• The image processing (IP) chain 

in X-ray CT EDS systems includes 
the steps of  
– image reconstruction,  
– segmentation and  
– classification.  

• In existing EDS systems these 
steps are implemented in a 
decoupled fashion using all 
purpose algorithms. 

• Segmentation is one of the most 
computationally intense steps in 
the EDS IP chain.  
 

Image 
Reconstruction 

Segmentation 

Classification 

X-ray projection data 

Decision 

IP Chain
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Motivations - 2 
• Optimal IP chain algorithms largely depend on 

system parameters and imaging geometry 
– Detector size and shape, source trajectory/table                                                

speed, focal spot size, detector surface                                        
topography, detector plane orientation. 

• X-ray CT EDS parameters are                                    
different for different vendors 

• Photon propagation in luggage:                                         
more complex than in                                                   
human tissue – multiple scattering                                             
+ quantum mottle and elec. noise 

• Use of a priori information  
 

Objectives 

Adaptive, realistic 
models 

+ 
Combined 

image 
reconstruction, 
segmentation 

and classification 

X-ray projection data 

Decision 

Image 
Reconstruction 

Segmentation 

Classification 

X-ray projection data 

Decision 

Reduced computational complexity + better performance
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Objectives 

Model for x-ray 
projections:  

X-ray transform –  
Mathematically 

idealized  
ANALYTIC MODEL 

 
Image 

reconstruction: 
Feldkamp based 

ANALYTIC 
INVERSION 

 
Advantage:  

FAST 
RECONSTRUCTION 

Existing X-ray CT EDS recon

Objectives 

Model for x-ray 
projections:  

X-ray transform –  
Mathematically 

idealized  
ANALYTIC MODEL 

 
Image 

reconstruction: 
Feldkamp based 

ANALYTIC 
INVERSION 

 
Advantage:  

FAST 
RECONSTRUCTION 

Existing X-ray CT EDS recon
Model for x-ray projections: 

 An ANALYTIC MODEL –  
Accommodates system 

param. noise, a priori info. 
& complex photon 

propagation, if needed. 
 

Image reconstruction:  
ANALYTIC 

RECONSTRUCTION –  
either one step or iterative 

Advantage:  
BETTER IQ, ADAPTABLE 

MODEL & 
FAST RECONSTRUCTION + 

SEGMENTATION 
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9 

Cone-Beam Transform 

• Cone- beam or X-ray transform – 
 
 
 
 
 

• Helical source trajectory  

Source trajectory 

Unit vector in the direction 
of x-ray  source to object 

point  

Projection 
data 

Distance between 
x-ray  source to 

object point  

Radius of helix 

Pitch of 
helix 

Angle 

A Local Coordinate System  

– Detector plane is perpendicular to 
the axial plane.  

– Horizontal axis of the detector 
plane remains parallel to the 
tangent vector of the trajectory 

– Cone axis is perpendicular to the 
detector plane 

–              indicates the detector 
position 

 
 
 

10

• The line equation of  an X-ray is 
the intersection of  two planes,  
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Generalized Cone-beam Transform 

• Generalized cone-beam transform is a Fourier 
Integral Operator (FIO) 
 
 

 
 

• Fourier integral operator 

– Phase term: 

– Amplitude term: Slowly varying fnc. of frequency  
 

11

Projection 
data 

Object to be 
reconstructed 

Generalized Cone-beam Transform 
• Generalized cone-beam transform is a Fourier Integral 

Operator (FIO) 

• Amplitude term can be designed to take into account 
system parameters, such as detector size, detector 
shape, detector cross-talk, etc. 

• Phase term can accommodate arbitrary  source 
trajectories, arbitrary detector plane orientation, 
detector surface topography, focal spot size, complex 
photon propagation models, etc. 

• Standard cone-beam transform  amplitude –  
 

12
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Filtered-Backprojection type Inversion 
• Since the forward model is an FIO, we form an image 

with another FIO – 
 
 
 

 

• Filter can be determined with respect to a variety of 
criteria 

• Determine the filter to obtain a band-limited Dirac-
delta Point Spread Function (PSF)  
 

  
 

13

FBP operator image 

Filter 

PSF Analysis 

• Substituting               and using stationary phase 
approximation   
 
 
 
 
 

• The kernel L of        is the point spread function of 
the imaging operator  

• For exact reconstruction 
     

 
 

14

PSF 

340

Algorithm Development 
for Security Applications

Final Report 
May 2012 Workshop



Leading Order Contributions to PSF 
• The main contribution to L come from the critical 

points of the phase of  
 
 
 
 

• We recover the singularities at the intersection of 
the two 3D manifolds defined above 

• Expected contributions z = x, other solutions  
artifacts 

15

Critical Points 

16

Source location 

• Red straight line— First equation 
– Intersections of two planes 

• Blue curve — Second equation 
– Intersection of two hyperbolic surfaces 

• Only one critical point exist 
– No ambiguous artifacts 

 
 
 
 
 
 
 

Critical point 
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Determination of the Filter  
• PSF approximates Dirac-delta function as close as 

possible – 
 
 
 

• Change of variable 
• The inversion formula becomes  

 
 
 
 

17

Determinant of the Jacobian

Determination of the Filter 

• Data collection manifold 
 
 
 

• The filter term is selected to be 
 

 
• Standard cone-beam transform filter 

 
 
 

18

Vector     and the data collection manifold determine the 
resolution of the system 
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Filter for Helix-like Trajectory 
• For helix-like trajectory  

 

 

• With the amplitude of                                                                        

stand. cone-beam transform 

 

 

 

 

  
 
 
 

 
  

 

19

Resolution Analysis  

    is the Fourier component that contributes to the 
reconstruction of the object at pixel z. 

20
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Simultaneous  
Inversion & Edge Detection Method 

• Exact inversion – Attempt to make the PSF the kernel 
of a band-limited identity operator 
 

• Edge detection – Make the PSF a ‘’differential 
operator’’ 

 
 
 

• Filter   

Unit directions 

Inversion filter Segmentation filter 

Real non-neg. numbers 

Simultaneous  
Inversion & Edge Detection Filter 

• Edge Enhancement Filter – 
 

 
 
 
• B. Yazici, et. al, "Synthetic aperture inversion in the presence of noise and 

clutter," Inverse Problems, vol. 22, no. 5, pp. 1705-1729, 2006. 
• H.C. Yanik, B. Yazici “Computationally efficient FBP-type direct 

segmentation of synthetic aperture images,” SPIE Defense and Security, 
2011. 

• B. Yazici et. Al. “Synthetic aperture imaging with sparsity constraints,” Int. 
conf. on Electromagnetics and Advanced applications (ICEAA), Sept. 2011. 
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Inversion/Edge Detection Method 

• Applicable to arbitrary imaging geometries, can 
accommodate system related parameters, such 
as dose modulations, system bandwidth, bow-tie 
filter etc. 

• Can be coupled with classification task 

• Method can be analyzed using microlocal analysis 

• Can be implemented efficiently using the fast FIO 
calculations* in the order of fast-backprojection 
algorithms. 

*E. Candes, L. Demanet, L. Ying, Fast Computation of Fourier Integral Operators, SIAM 
J. Sci. Comput. 29-6 (2007) 2464-2493

Simulation  Study 
 

 
 
 
 
 

  
 

24

• Data simulated using GE’s proprietary X-ray CT 
simulation platform CatSim  

3D Thorax 
phantom
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Central slice z=0-circular 

Original phantom Reconstructed phantom 

Slice at z=-2 mm  

Original phantom Reconstructed phantom 
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Edge Detection Simulation Study 

• Luggage phantom 
 
 

 
 
 

• Several different objects in the bag   
• Dark blue objects (ellipsoids, cylinders, etc.)  - high CT 

number (explosives, weapons etc.) 
• Light blue objects -  low CT numbers (clothes, books etc.)  

Reconstruction Parameters 

• Helical source trajectory 

 
 

 

 

 

  
 

 

 

 

 

Parameter CT scanner 
Source to detector 
distance 

949 mm 

Origin to detector 
distance 

541 mm 

Noise level 0 
Number of views 984 
Detector column size 1.0239 mm 
Detector row size 1.0915 mm 

Columns count 888 
Rows count 16 
Slice sickness 1 mm 
Reconstruction size 512*512 

•Rotation period=0.5s 

•Table speed=10mm/s 
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Direct Segmentation  

Low threshold level - Whole objects with 
higher CT number and the edges of objects 
with lower CT number are visible 

High threshold level - only the edges of the 
objects with high CT number  are visible  

1

1

2

2

2

2

2

2

1

Direct Segmentation with Noise  

Low threshold level - Whole objects with 
higher CT number and the edges of objects 
with lower CT number are visible 

High threshold level - only the edges of the 
objects with high CT number  are visible  

1

1

2

2

2

2

2

2

1
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Summary 

• A new analytic model (Generalized cone-beam transform) 
that can accommodate system parameters, arbitrary 
imaging geometries, noise, a priori information and 
complex photon propagation.  

• A new filtered-backprojection type inversion method that 
can accommodate non-ideal imaging conditions. 

• A direct segmentation/reconstruction method.  

• The segmentation and reconstruction method is fast (in 
the order of fast-backprojection). 

• Tested the models and methods using high-fidelity X-ray 
CT simulator, CatSim. 

 

Conclusion 
• Generalized cone-beam transform in its native (detector) 

geometry and a corresponding filtered-backprojection type 
inversion method for using microlocal techniques. 

• New model and inversion can accommodate system related 
parameters, arbitrary imaging geometries, non-ideal imaging 
conditions, complex photon propagation models, noise and a 
priori information 

• Simultaneous edge detection and reconstruction method 
• Computational complexity of method is in the order of fast-

backprojection.  
• The inversion can be extended to use with non—quadratic priors 

models and iterative analytic inversion 
• Iterative reconstructions can take advantage of the properties of 

FBP   
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16.20  Willem Jan Palenstijn: Combined segmentation and 	 	
	   reconstruction
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16.21	  Oguz Semerci: Iterative Reconstruction Methods for 
Dual and Multi Energy Computed Tomography
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16.22	  Karina Bond: Metrics for Evaluation of Segmentation 		
	   Algorithms
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16.23	  Ge Wang: Dictionary Learning for Few-view 	 	 	
	   Reconstruction
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16.24	  W. Clem Karl:  Low-Dose X-Ray CT Reconstruction 	 	
	   Based on Joint Sinogram Smoothing and Learned 	 	
	   Dictionary-Based Priors
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16.25	  Laura Parker: Explosives Division — Outreach for 	 	
	   Advanced Algorithms
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16.26	  Matt Cobey: TSA Office of Security Capabilities (OSC) 	 	
	   Testing within an Acquisition Program
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16.27	  Doug Pearl: Third Party Involvement and DICOM in 	 	
	   Medical Imaging
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16.28	  Richard Bijjani: Accelerating  3rd party involvement
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16.29	  Joseph Paresi: Integrated Defense and Security  	 	
	   Solutions
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16.30	  Harry Martz: Takeaways, Next Steps
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16.31	  Carl Crawford: Closing Remarks
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This material is based upon work supported by the U.S. Department of Homeland Security under 
Award Number 2008-ST-061-ED0001.  The views and conclusions contained in this document 
are those of the authors and should not be interpreted as necessarily representing the official 

policies, either expressed or implied, of the U.S. Department of Homeland Security.


	ADSA07 final report FULL with slides 12-7-2012.pdf
	ADSA07 final report 12-7-2012.pdf
	1. Executive Summary
	2. Disclaimers
	3. Introduction
	4. Discussion, Findings and Recommendations1F
	Discussion
	Scanner Types
	Scanner Requirements and Testing
	Reconstruction Algorithm Improvements
	Test Metrics
	Development Tools
	Accelerating Deployment
	Future ADSA Workshops

	5. Acknowledgements
	6. Workshop Planning and Support
	7. Appendix: Notes
	8. Appendix: Agenda
	9. Appendix: Previous Workshops
	10. Appendix: List of Participants
	11.  Appendix: Presenter Biographies
	12. Appendix: Questionnaire
	13. Appendix: Questionnaire responses
	Response A
	Response B
	Response C
	Response D
	Response E
	Response F
	Response G
	Response H
	Response I
	Response J
	Response K
	Response L
	Response M
	Response N
	Response O
	Response P
	Response Q
	Response R
	Response A
	Response B
	Response C
	Response D
	Response E
	Response F
	Response G
	Response H
	Response I
	Response J
	Response K
	Response L
	Response M
	Response N
	Response O
	Response P
	Response Q
	Response R
	Response A
	Response B
	Response C
	Response D
	Response E
	Response F
	Response G
	Response H
	Response I
	Response J
	Response K
	Response L
	Response M
	Response N
	Response O
	Response P
	Response Q
	Response R
	Response A
	Response B
	Response C
	Response D
	Response E
	Response F
	Response G
	Response H
	Response I
	Response J
	Response K
	Response L
	Response M
	Response N
	Response O
	Response P
	Response Q
	Response R
	Response A
	Response B
	Response C
	Response D
	Response E
	Response F
	Response G
	Response H
	Response I
	Response J
	Response K
	Response L
	Response M
	Response N
	Response O
	Response P
	Response Q
	Response R
	Response A
	Response B
	Response C
	Response D
	Response E
	Response F
	Response G
	Response H
	Response I
	Response J
	Response K
	Response L
	Response M
	Response N
	Response O
	Response P
	Response Q
	Response R
	Response A
	Response B
	Response C
	Response D
	Response E
	Response F
	Response G
	Response H
	Response I
	Response J
	Response K
	Response L
	Response M
	Response N
	Response O
	Response P
	Response Q
	Response R

	14. Appendix: Acronyms
	15. Appendix: Minutes2F
	Minutes: Day 1: May 15, 2012
	Minutes: Day 2: May 16, 2012

	16. Appendix: Presentations





