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Experimental Results Prediction Model 

Problem: 
• Predicting activities or imminent events from 

observed actions or events in the video. 

Potential Applications 
• Surveillance system 
• Sports video analysis 
• Smart room (elder caring) 

Idea: 
Reasoning-based activity prediction system should 
understand underlying causality and predictability 
of activities. 

Our contribution: 
• Actionlet:  Encodes a temporal decomposition 

of long activities into a sequence of meaningful 
action units. 

• PST (Probabilistic Suffix Tree):  
modeling causality 

• PAF (Predictive Accumulative Function): 
modeling predictability 

Datasets and Prediction Scenarios 

Temporal Decomposition and Video Representation 
Actionlets Detection by Motion Velocity 
• Motion velocity changes of human actions have similar periodic regularity. 
• Algorithm: 

i. Use Harris Corner to find significant key points; 
ii. Use Lucas-Kanade (LK) optical flow to generate the trajectories for key points; 
iii. For each frame, accumulate the trajectories/tracks at these points to get a 

velocity magnitude; 
iv. Time series analysis to find peak and valley for actionlet segmentation. 

Applicable Scenario 
• Our prediction model can be applied to a variety of 

human activities.  
• The key requirement is that the activity should have 

multiple steps where each step constitutes a 
meaningful action unit. 

Daily 
Activity 

Tennis 
Game 

Temporal decomposition of “making a phone call” 

Activity Encoding 
• Cluster actionlet into meaningful groups so that each activity can be represented by a 

sequence of actionlets in a syntactic way. 
• Any discriminative video descriptors can be used. E.g. HOG, HOF, MBH, etc. 

Definition: 
• Let 𝛴 be the finite set of actionlets, learned from activity temporal decomposition 

 and encoding.  
• 𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑟1, 𝑟2, … , 𝑟𝑚  be the training set of m sequences over the actionlet 

alphabet 𝛴, where the length of the 𝑖th i = 1, … , m sequence is 𝑙𝑡.  
Goal:  
• Learn a model P that provides a probability assignment p(t) for an ongoing actionlet 

sequence 𝑡 = 𝑡1, 𝑡2, … , 𝑡 𝑡 . 

Algorithm: Construction of L-bounded PST 𝑇�  (𝐿,𝑃𝑚𝑡𝑡,𝛼,𝛽, 𝜆) 
1. 𝐅𝐅𝐅𝐅 𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜 suffix set 𝑺� :  Let 𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑟1, 𝑟2, … , 𝑟𝑚  be the training set, and 

assume 𝑠 is a subsequence of 𝑟𝑡 𝑖 = 1, … ,𝑚 . If 𝑠 < 𝐿 and 𝑃 𝑠 > 𝑃𝑚𝑡𝑡, then put 𝑠 
in 𝑆̅.𝑃𝑚𝑡𝑡 is a user specified minimal probability requirement for an eligible  
candidate.𝑃 𝑠 is computed from frequency count. 

2. 𝐓𝐜𝐓𝐜𝐜𝐜𝐓 𝐜𝐞𝐜𝐅𝐞 𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜 𝒔 ∈ 𝑺�: For any 𝑠 ∈ 𝑆̅, test following two conditions: 
− 1  𝑃 𝜎 𝑠 ≥ 𝛼, which means the context subsequence 𝑠 is meaningful for some 
actionlet 𝜎. Here,𝛼 is defined by user to threshold a conditional appearance. 

− 2  
𝑃 𝜎 𝑠

𝑃 𝜎 𝑠𝑠𝑠 𝑠
≥ 𝛽, or ≤

1
𝛽

, which means the context s provides extra  

information in predicting 𝜎 relative to its longest suffix 𝑠𝑠𝑠 𝑠 .  𝛽 is a user specified 
 threshold to measure the difference between the candidate and its direct parent node. 
− Then, if 𝑠 passed above two tests, add 𝑠 and its suffixes into 𝑇� .   

3. 𝐒𝐅𝐅𝐅𝐜𝐒𝐜𝐜𝐓 𝐜𝐒𝐜 𝐩𝐅𝐅𝐩𝐜𝐩𝐜𝐩𝐜𝐜𝐞 𝐜𝐜𝐓𝐜𝐅𝐜𝐩𝐝𝐜𝐜𝐅𝐜𝐓 𝐜𝐅 𝐓𝐜𝐜 𝜸𝒔 𝝈 : 
For each s labeling a node in 𝑇�, if 𝑃 𝜎 𝑠 = 0, we assign a minimum probabiliy λ. 
Type equation here. 

Causality cue Predictable characteristic 

Pattern Knowledge Representation--- Modeling Causality 
Acquisition of causality from sequential actionlets 

Variable order Markov Chain (VMM) 
Capture both large and small order Markov dependencies 

Probabilistic Suffix Tree (PST)   
encodes richer and more flexible causal relationships. 

Predictive Accumulative Function (PAF)--- Characterizing Predictability 
• We want to depict the predictable characteristic of a particular activity 

− “tennis game" is a late-predictable problem. 
− “drinking water" is an early predictable problem. 

• PAF learned from information entropy changes along every stage of activity progress. 

Formulation: 
• k ∈ 0,1 , fraction of begninning portion prefix of any sequence. 
• 𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 set of trainning actionlet sequnces.  
• 𝐷𝑘 , set of sequences, where each element is first 𝑘 percentage of training sample.  

Information gain: 

Where,  

From trained PST model 𝑇�, we write: 

Early Predictable 
From sequence of data pair (𝑘, 𝑦𝑘),  
we can fit PAF: 

Late Predictable 

Final Prediction Model: 

Middle-level Complex Activity Prediction---Daily Activity 
MHOI dataset (Maryland Human-Object 
Interactions): 
• 5 daily activities, e.g. “answering a phone call”, 

“drinking water”, “making phone call”, etc.. 
• Each category, 9~10 samples. 
• 3~5 actionlets per sample, e.g., “grab object”, “release 

object”, “put object near head”, etc.. 

High-level Complex Activity Prediction---Tennis Game 
--- Can we predict who will win? 

Tennis Game dataset : 
• A point consists of a sequence of actionlets (strokes) 
• Two categories: Winning, Losing (with respect to a particular player). 
• 160 points (video clips), where 80 samples in Winning set, 80 samples in 

Losing set. 

Fitting PAF Prediction Comparison 

Prediction Comparison 

Fitting PAF 

Prediction 
for each activity 

Prediction  
for next actionlet 

Early Predictable 

Late Predictable 

Only our model can predict activities 
in this kind of complexity. 
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