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Benefits for TSA
• Metallic/dense objects cause severe metal 

artifacts
• Existing metal artifact reduction (MAR) 

algorithms are imperfect
• Relevant to airport scans of luggage & items 

for high sensitivity/specificity/throughput
• Smart techniques (machine learning/deep 

learning/CNN/etc.) can improve MAR



Metal Artifact Reduction

• Metal objects corrupt CT images
 Beam-hardening, scatter, noise

1. W. Kalender et al., Radiology, 164(2), 1987.
2. M. Bal and L. Spies, Medical Physics, 33(8), 2006.
3. E. Meyer et al., Medical Physics, 37(10), 2010 (Referred to as NMAR)
4. J. Stayman et al., IEEE Trans. Med. Imag., 31(10), 2012.
5. O. Watzke et al., European Radiology, 14(5), 2004.
6. C. Reft, et al., Med. Phys. 30(6), 2003.
7. http://ieeexplore.ieee.org/document/7565564/, 2016 (Latest review)

• Projection completion1-3

• Iterative reconstruction4

• Image-based post-processing5

• Image quality remains insufficient (RT planning6)

E. Boas and D. Fleischmann, 
Imaging. Med., 4(2), 2012



True Image with
Metal Implant

Reconstructed  via
Deep Learning

True Data with Metal Trace

Learned Data Eliminating Metal Trace

Toy Example of Deep MAR

Wang G: Perspective on Deep Imaging, 2016
http://ieeexplore.ieee.org/document/7733110/ 



Learning in the Data Domain



Learning in the Image Domain
• Input image: Already with good MAR
• Output image: Further MAR through CNN
• CNN: Five convolution and five deconvolution layers
• Supervised learning: Ground truth from simulation and/or experiments
• 3x3 convolution kernel denoted by k, number of filters denoted by n
• Batch normalization (BN) in the first three layers, ReLU for activation
• ~50,000 32x32 patches for training; 12,000 for testing 
• Caffe (UC Berkeley): One million iterations, with learning rate 

initialized to 10-4 and decreased by 0.5 every 100k iterations

…

…



Data Generation
• Voxelized hip phantoms from the Visible Human 

Project
• Industrial-grade CT simulator (CatSim, GE 

Global Research Center)
• 40 slices (5122) through abdomen (a pilot study)
• Fan-beam geometry 
• Metal-free (ground truth)
 100 keV monoenergetic photons, 

300 mA, 720 views 
• Titanium-added
 120 kVp, 300 mA, 720 views
 NMAR algorithm applied



Case 1: Medium Diameter
Ground Truth Uncorrected NMAR CNN

SSIM
PSNR

0.533
22.878

0.744
25.361

Window: [-250 350] HU



Case 2: Large Diameter
Ground Truth Uncorrected NMAR CNN

SSIM
PSNR

0.523
21.330

0.700
22.961

Window: [-250 350] HU
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Image

Future: With WGAN

• TensorFlow
• Hyperparameters:

 Learning rate: 10-4

 Batch size: 128
 # of epochs: 100

Lo
ss

Tuning

Tuning



Future: Without WGAN



First Workshop
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